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Abstract

Cross-Lingual Summarization (XLS) aims to
summarize a document in the source language
into a condensed version in the target language,
effectively removing language barriers for non-
native readers. Previous approaches, however,
have the same limitation that only a single refer-
ence (gold summary) is exploited during model
training, making the base model exposed to an
underrepresented hypothesis space since the
actual number of possible hypotheses is ex-
ponentially large. To alleviate this problem,
we present a study adopting pseudo-labels in
regularizing standard cross-lingual summariza-
tion training. We investigate several compo-
nents leading to the gains in regularization train-
ing with verified experiments involving 8 di-
verse languages from different families. Con-
clusively, we show that pseudo-labeling is a
simple and effective approach that significantly
improves over standard gold reference training
in XLS.

1 Introduction

With the rise of massive information (Acharjya and
KauserAhmed, 2022), summarization plays an es-
sential part in absorbing and processing the emerg-
ing events in a timely and efficient manner (Syed
et al., 2022). Given the existing large number of
natural languages (Qin et al., 2024), the needs for
providing information access to widespread groups
of audience across nations have necessitated the
construction of tasks beyond the monolingual set-
ting (Shen et al., 2018). To facilitate this develop-
ment, CROSS-LINGUAL SUMMARIZATION (XLS)
was introduced where an article in a source lan-
guage can be summarized to a condensed version
in a different target language, effectively conveying
key information to non-native readers (Duan et al.,
2019).

Among modeling solutions for XLS, a straight-
forward approach was to adopt pipeline-based sys-
tems comprising of translation and summarization

networks (Zhu et al., 2019). It is, however, not
particularly appealing for several reasons includ-
ing error propagation (Takase and Okazaki, 2022),
loss of context and structure (Wang et al., 2023a),
and the incurred extra computations along with
reduced inference speed. Recent research have
moved on to adopt end-to-end approaches where a
single network executes the whole task (Zhu et al.,
2019). To empower the cross-lingual performance,
existing methods either scale up the training pro-
cess (Xu et al., 2020; Wang et al., 2023b) or boot-
strap learned representations through auxiliary ob-
jectives and features (Bai et al., 2021; Li et al.,
2023; Jiang et al., 2022). Despite promising im-
provements, these methods have the same limita-
tion in that for each training sample, the summa-
rization network only gets exposed to a single gold
reference. This mistakenly causes the network to
learn skewed, deterministic one-point (Liu et al.,
2022) and highly uncalibrated summary distribu-
tions (Zhao et al., 2023) that easily suffer from
error accumulations such as exposure bias (Arora
et al., 2022; Xie et al., 2023). Seeking prospec-
tive remedies, in this work, we study the training
of end-to-end XLS networks in the presence of
pseudo-labels i.e. pseudo-references with proba-
bility labels obtained from teacher models. In par-
ticular, we analyze several important components
contributing to the performance of models regular-
ized with pseudo-labels and present these findings
as reference practices for future works. To inspect
the effectiveness of this training recipe, we conduct
empirical experiments spanning 8 typologically di-
verse languages coupled with comparisons against
existing baselines.

In summary, our contributions can be listed as
follows:

• We conduct a study on neural cross-lingual
summarization with pseudo-label regulariza-
tion. Particularly, we inspect factors contribut-
ing to the regularization’s effectiveness to-
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wards the model’s performance, including the
choice of teacher models and the construction
of pseudo-references.

• To reinforce the study’s findings, we conduct
empirical experiments involving 8 distinct lan-
guages from different families with accompa-
nying baseline comparisons where we observe
significant improvements over standard gold
reference training.

2 Related Works

Cross-Lingual Summarization. With the poten-
tial of reducing language barrier, cross-lingual sum-
marization emerged as an active area of research in
recent years (Shen et al., 2018; Zhu et al., 2019; Xu
et al., 2020; Bai et al., 2021; Takase and Okazaki,
2022; Wang et al., 2022b; Fatima and Strube, 2023).
Early works, due to the lack of parallel supervised
corpora, often resort to pipeline methods compris-
ing of separate translation and summarization net-
works (Shen et al., 2018). Zhu et al., 2019 first in-
troduced a large-scale parallel corpus to experiment
with end-to-end training where they also proposed a
multi-task framework with improved performance.
Subsequent works experimented with adversarial
training (Cao et al., 2020), contrastive learning (Li
et al., 2023), variational inference (Liang et al.,
2022), knowledge distillation (Nguyen and Luu,
2022) and pre-training (Xu et al., 2020; Wang et al.,
2022a, 2023b). These works, however, bear the
same limitation in that they do not explore alter-
native hypotheses apart from the gold summary
in each training sample which potentially leads to
models’ underperformance (Ranzato et al., 2016;
Bengio et al., 2015) since they lacked exposure
to the summary distribution which includes an ex-
ponentially large number of hypotheses. In con-
trast, we target the setting of training neural cross-
lingual summarizers with additional supervision
from pseudo-labels that are formed from pseudo-
references with probability labels from teacher
models.

Pseudo-Labeling. There have been ongoing
research on adopting pseudo-labels in sequence-
to-sequence training (Calderon et al., 2023). Liu
et al., 2021 enriched the one-hot annotations with
smoothed self-guidance under noised perturbations
for summarization on English data. Shleifer and
Rush, 2020 further examined replacing the ground
truth target with the teacher’s summary. Wang et al.,
2021 additionally integrated selective mechanisms

in forming training data points for translation tasks.
Duan et al., 2019 relied on pseudo-sources and
pseudo-labels to overcome scarcity in parallel sam-
ples for cross-lingual sentence summarization. Li
et al., 2023 utilised soft-labels for enforcing cross-
lingual consistency learning. Nevertheless, these
works either do not consider multiple references
during training (Duan et al., 2019; Li et al., 2023) or
strictly focus on monolingual generation (Calderon
et al., 2023) and machine translation (Zheng et al.,
2018; Khayrallah et al., 2020). This leaves a re-
search gap in cross-lingual summarization where
the use of multiple training references remains ne-
glected - which our work aims to fill in.

3 Background

3.1 Neural Cross-Lingual Summarization

Given a source document DA in the source
language A, a neural cross-lingual summarizer
needs to produce the summary SB in the target
language B. Denote the target sequence’s to-
kens as [y0, y1..y|SB |], the training objective (neg-
ative log-likelihood) is defined as: LNLL =

−∑|SB |
t=1 log(Pθ(yt|y<t, DA)), where |SB| de-

notes the length of the output summary and θ rep-
resents the model’s parameters.

Since existing corpora only provide a single gold
summary per sample, the ground truth label for
Pθ(yt|y<t, DA) is typically a |V |-dimensional one-
hot vector, where |V | is the vocabulary size. This
leads to the underlying model being trained with
an under-explored hypothesis space, as the num-
ber of possible hypotheses are exponentially large
when in fact only one of them manifests during the
training process. To alleviate this problem, we can
integrate additional hypotheses (pseudo-references)
as regularization during the model’s training.

3.2 Pseudo-Labeling

To construct pseudo-references, a straightforward
approach is to adopt decoding outputs from trained
summarizers. This also simulates the model’s be-
havior at inference time which helps ease the nega-
tive impact of exposure bias (Bengio et al., 2015;
Arora et al., 2022) - a gap that arises because mod-
els are conditioned on ground truth tokens during
training but have to rely on self-generated tokens
during inference.

Assuming access to a teacher model Tϕ

which maps each pair (DA, Y
′) to a se-

quence of probability vectors {Pϕ(Y
′
t |Y ′

<t, DA)}
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(with Y ′ being the pseudo-reference), we
can define the regularization loss as the KL-
divergence between the base model’s predic-
tion and the pseudo-label: Lreg(DA, Y

′) =
KL(Pθ(Y

′
t |Y ′

<t, DA)||Pϕ(Y
′
t |Y ′

<t, DA)). To in-
corporate multiple pseudo-labels for a single sam-
ple, we simply take the average over each individ-
ual loss: Lreg = 1

K

∑K
i=1 Lreg(DA, Y

i′).
The final training loss thus becomes: L =

LNLL+ ξLreg, where ξ is the hyperparameter con-
trolling the regularization effect1.

4 Empirical Analysis

In this section, we investigate the choice of the
teacher models for obtaining the probability labels
as well as the forming of pseudo-references, both
of which make up the pseudo-labels for training.
Additionally, we examine their effects on the XLS
model’s performance and further see how they fare
against the gold labels. Particularly, we focus on
the following research questions:

• Q1: Which model, or combination of mod-
els, should we adopt to label the pseudo-
references ? (4.1, 4.2, 4.4)

• Q2: Should we use stochastic or static prob-
ability labels ? (4.3)

• Q3: Which groups of pseudo-references
work better ? (4.5)

• Q4: Do the number of pseudo-references
matter ? (4.6)

• Q5: Can soft probability labels replace one-
hot annotations in gold summaries ? (4.7)

• Q6: How competitive are pseudo-labels ?
(4.8)

Task Setup. For experimental purposes, we
use the WIKILINGUA2 dataset (Ladhak et al.,
2020 ) with a focus on 8 languages: English(EN),
Vietnamese(VI), Japanese(JA), Chinese(ZH), Ara-
bic(AR), Korean(KO), Russian(RU) and Turk-
ish(TR). These languages come from different
families (Table 1) and possess distinct morphologi-
cal and/or topological characteristics which ensure

1We set ξ = 3.2 in all experiments. We obtained this value
through tuning ξ in the range [0.0, 4.0] based on validation
performance of an initial language pair (EN2JA)

2The dataset is publicly available under a Creative
Common license: https://github.com/esdurmus/
Wikilingua

the experiment’s coverage. For base architecture,
we mainly employ the MBART-503 model (Tang
et al., 2021) unless explicitly mentioned otherwise.
Additionally, we use beam search with a decoding
beam of 32 to construct the pseudo-reference pool
from monolingual models (we explain this decision
later on). As simultaneously forwarding K pseudo-
references through the model would require dupli-
cating the encoder hidden states by K times, which
would increase the memory usage whereas sequen-
tially forwarding these pseudo-references (for each
sample) reduces model training speed. In our exper-
iments, we uniformly sample K hypotheses from
the pseudo-reference pool at each iteration and si-
multaneously forward these hypotheses4. Thus,
the base model can get exposed to different sets
of pseudo-references at each epoch while keeping
memory consumption at a sustainable level.

For each training run, we use the AdamW
(Loshchilov and Hutter, 2017) optimizer with a
learning rate of 1e− 5 and a linear decay scheduler
for a maximum of 300 000 steps. We use a batch
size of 4 for standard training and 2 when adopting
pseudo-labels. For evaluation, we primarily use the
ROUGE metrics (Lin, 2004). In the multilingual
setting, previous works either utilize the MULTI-
LINGUAL ROUGE toolkit5 for language-specific
processing (Hasan et al., 2021; Wang et al., 2022a;
Bhattacharjee et al., 2023) or the SENTENCEPIECE

model for language-agnostic tokenization (Vu et al.,
2022; Li and Murray, 2023; Clark et al., 2023),
which we hereinafter refer to as M-ROUGE and
SP-ROUGE, respectively. Upon measuring these
metrics with human judgements from the MULTI-
SUMMEVAL dataset (Koto et al., 2021), we find
that SP-ROUGE generally attains better correla-
tion6. We therefore report results obtained with the
SP-ROUGE metric7. For presentation’s sake, we
focus on the ROUGE-L variant and include the re-
maining results in the Appendix. Experiments were
implemented with the PyTorch (Paszke et al., 2019)
and Transformer (Wolf et al., 2019) frameworks,
and executed on an A100 GPU.

3https://huggingface.co/facebook/
mbart-large-50

4We choose K = 2 due to memory limit.
5https://github.com/csebuetnlp/xl-sum/

tree/master/multilingual_rouge_scoring
6See Appendix C
7We use the SENTENCEPIECE model from MBART-50
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Figure 1: Characterizing the CROSS-LINGUAL / MONOLINGUAL Summarization Gap (VALIDATION)

Code Language Family
En English Indo-European: West Germanic
Vi Vietnamese Austroasiatic: Viet-Muong
Ja Japanese Japonic
Zh Chinese Sino-Tibetan
Ar Arabic Afro-Asiatic: Central Semitic
Ko Korean Koreanic
Ru Russian Indo-European: East Slavic
Tr Turkish Turkic

Table 1: List of languages included in the study

4.1 Monolingual Summarizers are Good
Teachers

Given parallel corpora, each document DA in the
source language is also accompanied with a docu-
ment DB in the target language. This means that
we can use a monolingual summarization model
MB to label the pseudo-reference Y ′

B . As the
monolingual model does not need to perform cross-
language alignment or translation operations and
can exploit easier shortcuts such as copying or
rephrasing (Song et al., 2020), we argue that mono-
lingual summarizers are approriate labelers that can
assign high-quality probability labels.

To validate this argument, we compare the per-
formance between the cross-lingual and monolin-
gual summarizers over 21 cross-language direc-
tions where the samples used to train the cross-
lingual and monolingual models are identical, and

only the source and target languages vary. In other
words, the monolingual model is trained on exactly
the same data as the cross-lingual model, but with
the source language being switched to the target
language.

Specifically for this experiment, we examine
both models trained from scratch and those initial-
ized with a pre-trained language model. In particu-
lar, we train three TRANSFORMER (Vaswani et al.,
2017) architectures from scratch, each containing
4/8/12 layers in the encoder-decoder stacks (here-
inafter termed SMALL/BASE/LARGE). Parameters
were initialized with the Xavier Uniform initializa-
tion (Glorot and Bengio, 2010). We use a hidden
state size of 1024 and a feedforward dimension of
4096. Dropout rates are set to 0.1 and layer normal-
ization is placed inside the residual blocks (Pre-LN)
(Xiong et al., 2020). For pre-trained architecture,
we fine-tune the MBART-50 model.

We present the results in Figure 1 (VALIDATION).
For each direction, we plot the value ∆P =
PMono − PCross as the performance gap between
the two summarizers, with P being ROUGE-L.
We can see that the monolingual summarizer al-
ways performs better despite being trained on the
same samples. Noticably, the gap is quite similar
across architecture scales (SMALL/BASE/LARGE)
but significantly rises for the MBART-50 model.
This is most likely due to the pre-training stage
which involves monolingual denoising objectives
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making MBART-50 much better at monolingual
tasks while being less likely to conduct cross-
lingual generation.

TL;DR: At equivalent training scales, monolin-
gual models are shown to exhibit stronger summa-
rization performance than cross-lingual models.

4.2 Ensemble Teacher

1 2 3 4 5 6
4.5

5.0

5.5

6.0

6.5

7.0

7.5

Pe
rp

le
xi

ty

En
Vi

Ja
Zh

Ar
Ko

Ru
Tr

Figure 2: Ensemble Set Perplexity (VALIDATION)

We next investigate whether we can improve the
quality of pseudo-labels by combining probability
predictions from several teacher models. For this
purpose, we train six distinct monolingual models
for each language and combine them to form en-
semble sets of varying sizes. For each ensemble
size, we utilize the combination with the lowest
perplexity score. In particular, we average each
model prediction in the ensemble set to get the
final probabilities.

We show the results in Figure 2 (VALIDATION).
Each circle denotes the perplexity score of the best
ensemble set of the given size for each language.
Results show we can readily obtain higher-quality
probability labels via taking the mean predictions
of different models, as indicated by lower perplex-
ity scores. However, using a large number of mod-
els will incur non-trivial memory overhead. For
example, storing a MBART-50 model in single
precision (FP32) would require 3.5GB of VRAM.
To keep memory consumption at a tolerable level,
we only use an ensemble size of 3 in the succeeding
experiments.

TL;DR: Averaging teacher predictions yields
higher-quality probability labels.

4.3 Teacher Dropout

By applying dropout on the teacher models, we
can obtain stochastic probability labels that change
at each iteration. We investigate the difference
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Figure 3: Dropout on probability labels (VALIDATION)

between training with these stochastic probability
labels (without dropout) and static ones in Figure
3 (VALIDATION). Although the probability labels
with dropout are supposed to be noisier, we find
the resulting models to perform better than those
with static probability labels on 3/6 directions, but
this does not depict significant difference on av-
erage8. Still, we apply dropout in the remaining
experiments hoping to avoid excessive overfitting.

TL;DR: Apparently, there is no significant dif-
ference on average between stochastic and static
probability labels.

4.4 Teacher Comparison
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Figure 4: Teacher Ensemble Performance
(VALIDATION)

Although we showed that monolingual summa-
rizers produced higher-quality pseudo-labels, it is
important to verify that these pseudo-labels also
give rise to better performance. We thus conduct
regularization with either an ensemble of mono-
lingual or cross-lingual teachers. The results are
shown in Figure 4 (VALIDATION). Here the mono-
lingual teachers clearly play an important part in

8See Appendix D
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empowering the base summarizer, achieving better
scores than the other two model variants. Mean-
while, the cross-lingual teachers often do not yield
significant improvement and even lead to negative
results in some directions.

TL;DR: Pseudo-labels from monolingual mod-
els consistently improve cross-lingual summariza-
tion performance.

4.5 Pseudo-Reference Quality
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Figure 5: Pseudo-references properties (VALIDATION)

We next study whether the properties of the
pseudo-references would affect regularization train-
ing. From the pseudo-reference pool (constructed
with beam search), we each sample 16 hypotheses
with highest and lowest ROUGE scores9, respec-
tively. Additionally, we use diverse beam search
(Vijayakumar et al., 2016) to obtain 16 hypotheses
with higher diversity. These hypotheses are then
used in regularization training.

Results are shown in Figure 5 (VALIDATION).
We can see that the quality matters since training
with the uppermost 16 pseudo-references is better
than with the lowermost on 4/6 directions. Besides,
variety also contributes to the regularization’s out-
comes as diverse pseudo-references facilitate bet-
ter results than the remaining two on 5/6 direc-
tions. Nevertheless, the runtime of diverse beam is
much longer than that of standard beam. For exam-
ple, generations of 16 diverse candidates for each
training example in the AR2KO direction are 2.3
times slower than alternatively using standard beam
while taking up significantly more GPU memory.
Thus, it would make experiments less scalable and
reduce the amount of coverage we could afford. As
a result, we only adopt standard beam decoding in
other pseudo-labeling experiments.

9Here we use the average of ROUGE-1/2/L as the selec-
tion criterion to balance across ROUGE variants

TL;DR: High-quality pseudo-references help,
but diversity is also beneficial.

4.6 Size of Pseudo-Reference Pool
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Figure 6: Number of pseudo-references (VALIDATION)

We next examine whether the size of the pseudo-
reference pool affects the regularization’s effec-
tiveness. We randomly subsample subsets of size
1/32/96 from the original pseudo-reference pool
and use these subsets as new pools in regular-
ization training. Results are shown in Figure 6
(VALIDATION). We observe that the larger the
pool’s size is, the better the results are. This means
the number of pseudo-references can have a sig-
nificant impact on the regularized model’s perfor-
mance. Noticeably, simply training with one ad-
ditional pseudo-reference can already bring forth
gains in 6/6 directions, further highlighting the
necessity of regularization training.

TL;DR: A larger size of the pseudo-reference
pool works better.

4.7 Pseudo-Labeling on Gold Summary
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Figure 7: Soft Labeling on Gold Summary
(VALIDATION)

Given the effectiveness of pseudo-labeling, we
are also interested in whether using teacher models
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to label the gold summaries would turn out bet-
ter than using the default one-hot labels. Results
are shown in Figure 7 (VALIDATION). Surpris-
ingly, soft labeling also works well when applied
on the gold summaries, yielding improvements on
5/6 directions over the one-hot annotations. This
further corroborates the pseudo-probability labels’
qualities. Still, combining the one-hot gold sum-
maries with soft pseudo-labels (multiple pseudo-
references) generally works better, attaining high-
est scores on 4/6 directions.

TL;DR: Annotating the gold summaries with
pseudo-probability labels vastly improves perfor-
mance, but combining the one-hot gold summaries
with pseudo-labels works better.

4.8 Regularization as the sole objective
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Figure 8: Training with only pseudo-labels
(VALIDATION)

We further investigate training with only pseudo-
labels (no gold summaries). Results are shown
in Figure 8 (VALIDATION). Training with only
pseudo-labels turn out to be better than standard
training with gold labels on 6/6 directions, and
only worse than training with both types of labels
on 3/6 directions. Nevertheless, we observe that
on average, better results are obtained with both
types of labels combined10.

TL;DR: Only using pseudo-labels outperforms
gold label training, but combining both types of
labels works better.

5 Benchmarking

In this section, we study the effectiveness of
pseudo-label regularized models on three set-
tings: FULLY SUPERVISED LEARNING, FEW-
SHOT LEARNING and PARAMETER-EFFICIENT

10See Appendix D

FINE-TUNING. We follow lessons derived from
the previous section for the teacher models’ choice
as well as the construction of pseudo-references. In
particular, we use an ensemble of 3 monolingual
models for teacher labeling. For pseudo-reference,
we use beam decoding with a beam size of 32 from
three monolingual models for each language to con-
struct the pseudo-reference pool with a total size
of 96. Unless explicitly mentioned otherwise, we
use the MBART-50 language model as the base
architecture, similar to the previous section. For
further implementation details, we refer readers to
Appendix B.

5.1 Fully Supervised Learning
Baselines. We compare the regularized models
with the following baselines:

• Trans-Sum - A pipeline where the input ar-
ticle is first translated to the target language
with a translation network, then summarized
with a monolingual summarization network
to obtain the cross-lingual summary

• Sum-Trans - A pipeline where the input arti-
cle is first summarized in the source language
with a monolingual summarization network,
then translated with a translation network to
obtain the cross-lingual summary

• Gold - The standard end-to-end model trained
using the gold summaries with one-hot anno-
tations (Zhu et al., 2019)

• Gold + OTSum - An end-to-end model that is
further equipped with a knowledge distillation
loss based on the optimal transport distance
(Nguyen and Luu, 2022)

• Gold + Many2Many - An end-to-end model
that is trained using parallel samples from all
cross-lingual directions (Wang et al., 2023b;
Bhattacharjee et al., 2023). This model is
included primarily for reference purposes, as
it requires vastly more training data than other
models.

Automatic Evaluation. We depict results
on the TEST split with automatic evaluation us-
ing ROUGE-L in Figure 9. Average scores
across 21 directions and statistical significance
are reported in Table 2. Compared to the
baselines, adopting pseudo-labels clearly im-
proves performance on many directions. Partic-
ularly, compared to standard training (GOLD),
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Figure 9: FULLY SUPERVISED TRAINING (TEST)

GOLD+PSEUDO yields significant improvements
in 21/21 directions. Even when compared to
GOLD+MANY2MANY which uses 16X-274X
more parallel data, GOLD+PSEUDO still performs
significantly better in 14/21 directions. Overall,
we see a substantial rise of 2.2 points in ROUGE-
L compared to the base GOLD model, validating
the regularization’s effectiveness.

Average p < 0 .05

Trans-Sum 12.87 21/21
Sum-Trans 22.99 21/21
Gold 25.11 21/21
Gold + OTSum 25.31 16/21
Gold + Many2Many 26.40 14/21

Gold + Pseudo 27.31 -

Table 2: Average ROUGE-L scores across 21 directions
and the number of directions where GOLD+PSEUDO
achieves significantly higher scores (p < 0 .05 ) than the
according baseline.

Manual Evaluation. Since automatic metrics
have certain intrinsic limitations (Koto et al., 2021;
Clark et al., 2023), we further conduct human eval-
uation to assess the quality difference between
trained models. Particularly, we select two cross-
language directions: Russian-to-English (RU2EN)

Ru2En En2Vi
IF FL IF FL

Gold 1.88 2.02 1.87 2.23
Gold + OTSum 1.93 2.05 1.91 2.33
Gold + Pseudo 2.59 2.60 2.41 2.55

Table 3: Human evaluation on the RU2EN and EN2VI
directions. IF and FL each denotes informativeness and
fluency, respectively.

and English-to-Vietnamese (EN2VI). From the
test set of each direction, we randomly selected
50 document-summary pairs in the target lan-
guage along with three model-generated cross-
lingual summaries11: GOLD, GOLD+OTSUM,
GOLD+PSEUDO. As participants, we invited three
professional English speakers and three native Viet-
namese speakers to rank the generated summaries
in terms of two core aspects: informativeness (to
which extent a summary captures the main content)
and fluency (how well-formed a summary is in the
target language). Each sample was examined by
three participants and each model received a score
of 1-3 for each rating according to its rank. Av-

11Here we exclude the GOLD+MANY2MANY model as the
amount of parallel data used to train it vastly differs from the
others, making it less comparable

4651



eraged results are shown in Table 3. We observe
that the ratings are significantly higher (p < 0 .05 )
for GOLD+PSEUDO in the two directions on both
categories compared to the remaining two mod-
els, indicating that the summaries produced by
GOLD+PSEUDO were also preferred more by hu-
man participants.

Other Architectures. Beyond MBART-50, we
additionally experiment with the PISCES model
(Wang et al., 2023b) and a TRANSFORMER

model12 trained from scratch. We train separate
monolingual models with these architectures while
re-using the pseudo-reference pools from the previ-
ous experiment to form the pseudo-labels, which
we then apply to regularize cross-lingual summa-
rizers trained with these architectures. We examine
the results in two directions: AR2KO and KO2JA

(Figure 10). We observe that pseudo-labels are
effective on these two model types as well, con-
sistently improving upon the GOLD models. This
means that pseudo-labels’ utility is not limited to
any single model architecture.
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15
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25

30

RO
U
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L

[Transformer] Gold
[Transformer] Gold + Pseudo
[PISCES] Gold
[PISCES] Gold + Pseudo

Figure 10: FULLY SUPERVISED TRAINING with
PISCES and TRANSFORMER as the base models (TEST)

5.2 Few-shot Learning
We next investigate pseudo-label’s potency under
few-shot settings, where we only use as little as
50/100/300 parallel training samples in each direc-
tion (Figure 11). Even under these extreme scenar-
ios, we observe that pseudo-labels still effectively
reinforce the base models’ performance.

5.3 Parameter-Efficient Fine-Tuning
Although PARAMETER-EFFICIENT FINE-TUNING

boosts training efficiency, it often limits model’s
capabilities (Song et al., 2024). We thus exam-
ine whether pseudo-labels can help amend this

12Here we use the LARGE scale as in Section 4.1
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Figure 11: FEW-SHOT LEARNING with 50/100/300
training samples (TEST)

limitation. In particular, we apply LOW-RANK

ADAPATION (LORA) (Hu et al., 2022) to the
base MBART-50 model and trains it with pseudo-
labeling similar to previous sections. For LORA
hyperparameters, we use a rank r of 8, an α value
of 32 and a dropout rate of 0.1 with modules only
inserted after the query and value projection matri-
ces. Results are shown in Figure 12. In this setting,
we also find pseudo-labeling effective, consistently
improving over the base [LORA] GOLD model.
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Figure 12: LOW-RANK ADAPTATION results (TEST)

6 Conclusion

In this paper, we study the effectiveness of pseudo-
label regularization in standard neural cross-lingual
summarization training. We conduct empirical ex-
periments involving 8 diverse languages from dif-
ferent families and study the different components
affecting the end performance of regularized mod-
els. We further validate the regularization’s usage
in three distinct learning settings. The results show
that pseudo-labeling is a simple but effective com-
panion complementary to the standard training pro-
cedure. We hope our study will prove useful for
future practitioners working on this task.
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Limitations

In this paper, we have only shown that pseudo-
labeling is effective in supervised settings (either
high- or low-resource scenarios). For many cross-
language directions, parallel corpora might not ex-
ist (Liu et al., 2020) and thus pseudo-labels cannot
be readily applied in these situations. Neverthe-
less, should parallel translation data (or models)
exist, it is possible to construct pseudo-parallel
data samples (Shen et al., 2018) from which the
pseudo-labels discussed in this work can be applied
directly, which will be a prospective direction for
future works.

In addition, the experiments in this work were
conducted solely on the WIKILINGUA (Ladhak
et al., 2020) dataset. As a result, we are not entirely
certain whether the findings in this work would still
generalize to other domains or datasets. For exam-
ple, would the monolingual models still provide
high-quality pseudo-labels ? Or would the pseudo-
references’ properties examined in Section 4 still
hold the same level of importance ? These ques-
tions would require further verifications to answer.

Besides, summarization evaluation involves sev-
eral distinct aspects, some of which we do not
yet fully cover in this work. For example, while
we made efforts to quantify informativeness and
fluency, we did not explicitly quantify attribution
(Clark et al., 2023) or hallucination (Aharoni et al.,
2023), which future works should also pay atten-
tion to.
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A Method Illustration

Figure 13: Illustrations of standard gold reference training (upper) and training with pseudo-labels (lower).

B Benchmarking Details

For the two pipelines that require intermediate translation, we each fine-tuned one document-level and one
summary-level MBART-50 translation networks for every cross-language direction using parallel samples
from WIKILINGUA (Ladhak et al., 2020). For the summarization component, we re-used the trained
monolingual summarizers. Regarding GOLD+OTSUM, Nguyen and Luu, 2022 originally initialized their
framework with the encoder from MBERT (Devlin et al., 2019) and two TRANSFORMERS decoders, where
the parameters corresponding to the teacher were first pre-trained and afterwards used to initialize the
student, then jointly trained both the student and teacher models with the shared encoder and embedding
layers during distillation. However, we find that this type of shared training severely impairs performance
on MBART-50 (compared to GOLD) and that freezing the teacher model works better. Therefore, we
kept the teacher model frozen, initialized the student separately and did not share parameters between
the two networks during distillation in GOLD+OTSUM. For GOLD+MANY2MANY, we aggregated
parallel samples from all cross-lingual directions possibly composed from the 8 languages13 (Table 1)
but did not include monolingual samples as in Wang et al., 2023b since we do not evaluate multilingual
summarization. Training sampling was based on p(D) ∝ |D|β , where p(D) is the probability of sampling
from a given direction and |D| is the number of training instances in that direction. We set β = 1 in
our experiments. On training steps, we fine-tuned the GOLD+MANY2MANY model with a maximum
of 600 000 steps due to large training data whereas other summarization models were fine-tuned with a
maximum of 300 000 steps. During inference (for evaluation), we used a beam size of 8 with a length

13This yields 8 ∗ 7 = 56 directions
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penalty of 1.0 and disabled any trigram repetition. The minimum and maximum generation lengths were
set to 32 and 256, respectively. The maximum sequence lengths for the source article and the target
summary were set to 1024 and 256, respectively.

C Metric Correlation

Focus Coverage
En Ru Tr Zh Avg En Ru Tr Zh Avg

SP-ROUGE-1 0.57 0.64 0.82 0.78 0.70 0.61 0.57 0.79 0.73 0.67
M-ROUGE-1 0.59 0.61 0.83 0.76 0.69 0.62 0.52 0.78 0.68 0.65
SP-ROUGE-2 0.53 0.65 0.79 0.70 0.67 0.54 0.56 0.75 0.65 0.62
M-ROUGE-2 0.54 0.62 0.77 0.64 0.64 0.53 0.51 0.72 0.59 0.59
SP-ROUGE-L 0.55 0.62 0.82 0.78 0.69 0.57 0.52 0.77 0.73 0.65
M-ROUGE-L 0.55 0.59 0.82 0.17 0.53 0.58 0.49 0.77 0.12 0.49

Table 4: Pearson correlation scores of the two ROUGE variants (SP- and M-) with human judgements on four
languages (English, Russian, Turkish, Chinese) from the Multi-SummEval dataset (Koto et al., 2021). We use
ROUGE F1 scores for both Focus and Coverage. SP-ROUGE generally attains higher correlations than M-ROUGE.
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D Detailed Results

D.1 ROUGE-1

Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En
mBART-50 10.15 10.95 5.30 9.28 7.58 8.49 7.35 8.23 10.28 9.57 8.34 7.24 6.91 6.24 6.95 5.70 6.33 7.31 5.75 3.41 6.04
Transformer-Large 5.60 3.72 3.63 2.83 4.51 4.99 1.92 1.88 6.84 7.65 1.89 5.19 2.40 5.23 1.76 3.98 2.09 3.60 3.35 2.23 5.45
Transformer-Base 2.14 3.40 4.54 4.28 3.61 5.22 3.93 3.41 6.80 7.18 2.17 5.15 3.16 5.23 3.01 5.16 1.83 4.39 4.07 4.06 5.93
Transformer-Small 4.11 6.77 1.68 6.98 2.49 4.42 3.92 3.51 5.84 5.60 2.16 5.17 2.35 4.68 1.47 5.29 5.11 4.78 2.64 2.91 4.49

Table 5: Quantifying the cross-/mono-lingual summarization gap. Scores (validation set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.61 34.12 33.63 27.04 23.23 31.79 29.40
Gold + Pseudo (Static) 29.14 36.05 35.88 30.00 27.39 33.25 31.95
Gold + Pseudo (Dropout) 29.76 36.02 36.23 28.86 27.90 33.25 32.00

Table 6: Effect of dropout on teacher models. Scores (validation set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.61 34.12 33.63 27.04 23.23 31.79 29.40
Gold + Pseudo (Cross-Ensemble) 27.10 33.79 33.17 27.43 22.78 30.66 29.16
Gold + Pseudo (Mono-Ensemble) 29.74 36.06 36.26 28.79 27.94 33.27 32.01

Table 7: Choice of teacher models. Scores (validation set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.61 34.12 33.63 27.04 23.23 31.79 29.40
Gold + Pseudo (High) 29.07 36.05 35.65 30.00 26.80 32.04 31.60
Gold + Pseudo (Low) 29.27 35.51 35.76 29.30 26.84 32.20 31.48
Gold + Pseudo (Diverse) 30.38 36.27 37.11 29.71 27.59 32.75 32.30

Table 8: Characteristics of pseudo-references. Scores (validation set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.61 34.12 33.63 27.04 23.23 31.79 29.40
Gold + Pseudo-1 28.26 35.62 34.60 28.92 27.01 31.32 30.96
Gold + Pseudo-32 29.26 35.43 35.72 28.86 27.95 32.37 31.60
Gold + Pseudo-96 29.76 36.02 36.23 28.86 27.90 33.25 32.00

Table 9: Varying the size of the pseudo-reference pool. Scores (validation set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 26.61 34.12 33.63 27.04 23.23 31.79 29.40
Gold (Soft) 29.40 35.69 36.11 27.75 24.87 30.14 30.66
Gold (One-Hot) + Pseudo (Soft) 29.74 36.06 36.26 28.79 27.94 33.27 32.01

Table 10: Labeling the gold summary with teacher models. Scores (validation set) are displayed in ROUGE-1.
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Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.61 34.12 33.63 27.04 23.23 31.79 29.40
Pseudo 30.26 36.11 36.82 29.02 26.82 31.69 31.79
Gold + Pseudo 29.74 36.06 36.26 28.79 27.94 33.27 32.01

Table 11: Training with only pseudo-labels. Scores (validation set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.16 34.04 33.99 26.89 23.44 30.40 29.15
Gold + Pseudo (Static) 29.24 36.33 36.16 29.41 26.44 32.30 31.65
Gold + Pseudo (Dropout) 29.29 36.67 36.51 28.87 27.56 31.66 31.76

Table 12: Effect of dropout on teacher models. Scores (test set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.16 34.04 33.99 26.89 23.44 30.40 29.15
Gold + Pseudo (Cross-Ensemble) 26.20 34.33 33.53 26.51 23.45 29.43 28.91
Gold + Pseudo (Mono-Ensemble) 29.29 36.67 36.51 28.87 27.56 31.66 31.76

Table 13: Choice of teacher models. Scores (test set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.16 34.04 33.99 26.89 23.44 30.40 29.15
Gold + Pseudo (High) 28.65 36.11 36.26 28.80 26.53 31.31 31.28
Gold + Pseudo (Low) 29.19 35.91 36.25 28.17 26.91 31.27 31.28
Gold + Pseudo (Diverse) 29.95 36.77 37.56 28.67 27.05 32.44 32.07

Table 14: Characteristics of pseudo-references. Scores (test set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.16 34.04 33.99 26.89 23.44 30.40 29.15
Gold + Pseudo-1 28.39 35.45 35.50 28.34 26.08 30.50 30.71
Gold + Pseudo-32 29.46 35.98 36.33 28.84 26.46 31.69 31.46
Gold + Pseudo-96 29.29 36.67 36.51 28.87 27.56 31.66 31.76

Table 15: Varying the size of the pseudo-reference pool. Scores (test set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 26.16 34.04 33.99 26.89 23.44 30.40 29.15
Gold (Soft) 29.02 35.94 36.36 26.98 24.60 29.09 30.33
Gold (One-Hot) + Pseudo (Soft) 29.29 36.67 36.51 28.87 27.56 31.66 31.76

Table 16: Labeling the gold summary with teacher models. Scores (test set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 26.16 34.04 33.99 26.89 23.44 30.40 29.15
Pseudo 29.86 36.67 37.55 28.26 25.47 30.97 31.46
Gold + Pseudo 29.29 36.67 36.51 28.87 27.56 31.66 31.76

Table 17: Training with only pseudo-labels. Scores (test set) are displayed in ROUGE-1.
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Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En Avg.
Trans-Sum 8.92 13.70 9.31 19.34 29.10 19.87 12.54 12.17 11.34 11.97 16.12 19.58 16.53 28.96 16.51 13.87 16.97 12.10 14.04 11.97 16.10 15.76
Sum-Trans 22.27 23.15 26.85 28.28 37.80 32.63 23.14 23.68 25.28 28.76 30.11 34.27 29.49 39.55 31.73 32.27 30.68 27.19 28.18 26.53 30.38 29.15
Gold 23.44 30.40 26.89 36.45 39.35 34.04 26.21 25.74 26.16 29.60 33.99 35.41 34.11 40.93 33.29 33.75 32.75 28.63 32.54 28.25 33.40 31.68
Gold + OTSum 25.54 29.64 28.87 35.03 42.05 35.48 28.11 26.09 27.61 30.52 31.04 37.13 32.37 42.35 32.55 33.45 35.82 27.31 30.15 27.76 32.42 31.97
Gold + Many2Many 25.47 33.81 26.64 39.33 41.47 34.92 27.48 26.69 27.06 29.80 35.35 35.07 35.36 41.48 34.40 34.53 35.39 27.78 33.21 27.25 33.39 32.66
Gold + Pseudo 27.56 31.66 28.87 39.24 41.85 36.67 28.81 28.25 29.29 32.21 36.51 37.26 36.29 42.35 35.72 34.47 35.97 30.23 35.13 29.05 35.73 33.96

Table 18: Fully Supervised Training with mBART-50. Scores (test set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Avg.
[Transformer] Gold 20.64 28.61 24.62
[Transformer] Gold + Pseudo 21.84 29.01 25.43
[PISCES] Gold 28.61 36.29 32.45
[PISCES] Gold + Pseudo 30.33 37.11 33.72
Table 19: Fully Supervised Training with other architectures. Scores (test set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[50] Gold 16.74 23.88 20.31 13.25 12.81 17.75 17.46
[50] Gold + Pseudo 17.29 26.33 23.48 15.46 14.29 19.54 19.40
[100] Gold 17.51 25.39 21.94 14.96 13.93 19.65 18.90
[100] Gold + Pseudo 19.10 27.95 24.42 16.46 16.29 21.05 20.88
[300] Gold 18.39 27.66 24.49 17.48 17.17 21.41 21.10
[300] Gold + Pseudo 21.86 30.30 25.85 20.30 20.06 25.53 23.98

Table 20: Few-Shot Learning (50/100/300-shot). Scores (test set) are displayed in ROUGE-1.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[LoRA] Gold 23.67 32.52 31.78 23.85 20.37 28.27 26.74
[LoRA] Gold + Pseudo 26.26 34.26 33.44 24.72 21.43 29.76 28.31

Table 21: Low-Rank Adaptation. Scores (test set) are displayed in ROUGE-1.
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D.2 ROUGE-2

Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En
mBART-50 8.63 10.01 5.25 8.00 8.37 9.17 6.08 7.51 9.62 8.66 7.72 8.23 6.92 6.56 6.64 5.98 5.87 6.75 5.76 3.31 5.80
Transformer-Large 4.27 2.09 1.87 1.64 2.82 3.58 0.58 1.52 4.10 4.34 1.25 3.95 1.35 3.58 1.03 2.49 1.03 2.08 1.88 1.23 3.60
Transformer-Base 0.91 2.03 2.68 2.60 2.03 3.22 1.90 1.96 3.97 4.38 1.44 3.83 1.69 3.42 1.62 2.97 1.20 2.76 2.28 2.42 3.68
Transformer-Small 2.97 3.57 0.85 5.52 1.16 3.14 1.72 1.51 3.32 3.14 1.12 3.65 1.15 3.17 0.87 2.94 2.57 2.50 1.64 1.70 2.88

Table 22: Quantifying the cross-/mono-lingual summarization gap. Scores (validation set) are displayed in ROUGE-
2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 10.02 14.31 13.63 13.65 11.07 15.67 13.06
Gold + Pseudo (Static) 12.40 16.30 15.52 15.55 13.78 17.14 15.12
Gold + Pseudo (Dropout) 12.79 16.21 15.77 14.75 14.12 17.02 15.11

Table 23: Effect of dropout on teacher models. Scores (validation set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 10.02 14.31 13.63 13.65 11.07 15.67 13.06
Gold + Pseudo (Cross-Ensemble) 10.45 14.32 13.34 13.61 10.12 14.86 12.78
Gold + Pseudo (Mono-Ensemble) 12.78 16.28 15.78 14.70 14.13 17.00 15.11

Table 24: Choice of teacher models. Scores (validation set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 10.02 14.31 13.63 13.65 11.07 15.67 13.06
Gold + Pseudo (High) 12.42 16.33 15.49 15.53 13.45 16.16 14.90
Gold + Pseudo (Low) 12.42 15.83 15.28 15.34 13.12 16.26 14.71
Gold + Pseudo (Diverse) 13.58 17.21 16.64 15.35 14.08 17.07 15.66

Table 25: Characteristics of pseudo-references. Scores (validation set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 10.02 14.31 13.63 13.65 11.07 15.67 13.06
Gold + Pseudo-1 11.59 15.42 14.47 14.67 13.52 15.64 14.22
Gold + Pseudo-32 12.50 15.61 15.35 14.81 14.18 16.35 14.80
Gold + Pseudo-96 12.79 16.21 15.77 14.75 14.12 17.02 15.11

Table 26: Varying the size of the pseudo-reference pool. Scores (validation set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 10.02 14.31 13.63 13.65 11.07 15.67 13.06
Gold (Soft) 12.88 16.57 15.82 14.06 11.34 14.96 14.27
Gold (One-Hot) + Pseudo (Soft) 12.78 16.28 15.78 14.70 14.13 17.00 15.11

Table 27: Labeling the gold summary with teacher models. Scores (validation set) are displayed in ROUGE-2.
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Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 10.02 14.31 13.63 13.65 11.07 15.67 13.06
Pseudo 13.50 16.51 16.38 14.82 12.69 16.08 15.00
Gold + Pseudo 12.78 16.28 15.78 14.70 14.13 17.00 15.11

Table 28: Training with only pseudo-labels. Scores (validation set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 9.96 14.11 14.21 13.37 10.53 14.67 12.81
Gold + Pseudo (Static) 12.42 16.72 15.74 15.09 12.81 16.46 14.87
Gold + Pseudo (Dropout) 12.69 16.97 16.06 14.90 13.82 16.06 15.08

Table 29: Effect of dropout on teacher models. Scores (test set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 9.96 14.11 14.21 13.37 10.53 14.67 12.81
Gold + Pseudo (Cross-Ensemble) 9.92 14.63 13.64 12.92 10.68 14.07 12.64
Gold + Pseudo (Mono-Ensemble) 12.69 16.97 16.06 14.90 13.82 16.06 15.08

Table 30: Choice of teacher models. Scores (test set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 9.96 14.11 14.21 13.37 10.53 14.67 12.81
Gold + Pseudo (High) 12.13 16.24 15.96 14.61 12.68 15.68 14.55
Gold + Pseudo (Low) 12.50 16.17 16.00 14.22 12.89 15.68 14.58
Gold + Pseudo (Diverse) 13.38 17.32 16.96 14.58 12.95 16.98 15.36

Table 31: Characteristics of pseudo-references. Scores (test set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 9.96 14.11 14.21 13.37 10.53 14.67 12.81
Gold + Pseudo-1 11.44 15.26 15.03 14.20 12.20 14.79 13.82
Gold + Pseudo-32 12.57 16.27 16.02 14.73 12.84 16.04 14.74
Gold + Pseudo-96 12.69 16.97 16.06 14.90 13.82 16.06 15.08

Table 32: Varying the size of the pseudo-reference pool. Scores (test set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 9.96 14.11 14.21 13.37 10.53 14.67 12.81
Gold (Soft) 12.63 16.84 15.98 13.46 11.70 14.59 14.20
Gold (One-Hot) + Pseudo (Soft) 12.69 16.97 16.06 14.90 13.82 16.06 15.08

Table 33: Labeling the gold summary with teacher models. Scores (test set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 9.96 14.11 14.21 13.37 10.53 14.67 12.81
Pseudo 13.32 17.36 16.83 14.31 12.21 15.79 14.97
Gold + Pseudo 12.69 16.97 16.06 14.90 13.82 16.06 15.08

Table 34: Training with only pseudo-labels. Scores (test set) are displayed in ROUGE-2.
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Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En Avg.
Trans-Sum 2.58 4.21 2.69 3.81 10.18 3.50 2.86 1.88 1.36 1.85 2.73 3.10 2.95 10.33 2.80 3.74 3.17 1.96 1.98 2.59 2.67 3.47
Sum-Trans 8.84 9.85 12.20 9.78 17.28 12.73 9.53 8.67 9.09 11.89 10.84 14.22 10.33 18.09 11.80 15.58 11.44 11.38 9.26 11.85 11.05 11.70
Gold 10.53 14.67 13.37 16.52 18.47 14.11 11.78 9.83 9.96 12.73 14.21 15.24 13.96 19.70 13.08 16.63 12.84 12.46 12.56 13.11 13.13 13.76
Gold + OTSum 12.07 13.90 14.85 14.79 20.93 15.60 13.44 10.60 10.94 13.55 11.58 16.99 11.81 20.79 12.41 16.58 15.30 11.34 10.75 12.97 12.70 13.99
Gold + Many2Many 11.22 17.10 12.40 18.53 20.41 14.76 13.17 10.97 10.57 12.75 15.06 15.02 14.92 20.04 13.91 17.32 15.07 11.73 13.35 12.73 13.46 14.50
Gold + Pseudo 13.82 16.06 14.90 18.79 20.98 16.97 14.32 12.57 12.69 15.24 16.06 17.69 15.94 21.14 15.49 17.77 15.70 14.39 15.02 14.65 15.56 15.99

Table 35: Fully Supervised Training with mBART-50. Scores (test set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Avg.
[Transformer] Gold 6.37 10.29 8.33
[Transformer] Gold + Pseudo 7.76 11.41 9.59
[PISCES] Gold 11.46 15.82 13.64
[PISCES] Gold + Pseudo 13.35 17.64 15.50
Table 36: Fully Supervised Training with other architectures. Scores (test set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[50] Gold 3.50 5.71 4.17 3.80 3.26 6.35 4.46
[50] Gold + Pseudo 3.64 8.21 5.91 5.19 4.82 7.16 5.82
[100] Gold 3.64 6.55 5.13 4.73 4.07 6.82 5.16
[100] Gold + Pseudo 4.67 8.72 6.65 5.72 5.60 8.20 6.59
[300] Gold 4.02 8.87 6.73 6.00 5.41 8.02 6.51
[300] Gold + Pseudo 6.25 10.90 7.71 8.18 7.97 10.94 8.66

Table 37: Few-Shot Learning (50/100/300-shot). Scores (test set) are displayed in ROUGE-2.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[LoRA] Gold 7.78 12.62 11.81 9.92 7.16 12.42 10.29
[LoRA] Gold + Pseudo 10.17 14.35 13.50 11.61 8.95 14.55 12.19

Table 38: Low-Rank Adaptation. Scores (test set) are displayed in ROUGE-2.
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D.3 ROUGE-L

Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En
mBART-50 8.78 9.67 5.01 8.28 6.52 6.88 6.09 6.64 9.13 7.98 7.36 6.15 6.41 5.26 6.49 5.33 5.85 6.05 5.01 2.82 5.56
Transformer-Large 5.19 2.40 2.68 1.92 2.88 3.02 1.10 1.46 4.76 4.92 1.34 3.49 1.67 3.40 1.24 2.95 1.29 2.48 2.46 1.56 3.76
Transformer-Base 1.79 2.20 3.44 2.56 1.92 3.16 2.12 2.30 4.40 4.93 1.42 3.34 2.20 3.25 2.02 3.45 1.06 2.95 2.67 2.63 3.97
Transformer-Small 3.77 4.53 1.34 5.73 1.50 3.19 2.10 2.37 3.97 3.53 1.38 3.30 1.61 2.89 1.20 3.57 2.79 2.87 2.00 1.94 3.15

Table 39: Quantifying the cross-/mono-lingual summarization gap. Scores (validation set) are displayed in ROUGE-
L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.38 27.26 26.64 22.17 18.83 24.88 23.36
Gold + Pseudo (Static) 22.81 29.18 28.53 24.57 22.36 26.60 25.68
Gold + Pseudo (Dropout) 23.39 28.87 28.77 23.65 22.78 26.42 25.65

Table 40: Effect of dropout on teacher models. Scores (validation set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.38 27.26 26.64 22.17 18.83 24.88 23.36
Gold + Pseudo (Cross-Ensemble) 20.98 27.22 26.25 22.60 18.68 23.80 23.25
Gold + Pseudo (Mono-Ensemble) 23.39 28.91 28.78 23.60 22.72 26.43 25.64

Table 41: Choice of teacher models. Scores (validation set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.38 27.26 26.64 22.17 18.83 24.88 23.36
Gold + Pseudo (High) 22.87 29.24 28.37 24.38 21.82 25.17 25.31
Gold + Pseudo (Low) 22.98 28.82 28.35 24.08 21.68 25.58 25.25
Gold + Pseudo (Diverse) 23.95 29.67 29.59 24.28 22.21 26.76 26.08

Table 42: Characteristics of pseudo-references. Scores (validation set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.38 27.26 26.64 22.17 18.83 24.88 23.36
Gold + Pseudo-1 21.95 28.28 27.50 23.57 22.03 24.96 24.71
Gold + Pseudo-32 23.00 28.59 28.34 23.43 22.59 25.99 25.32
Gold + Pseudo-96 23.39 28.87 28.77 23.65 22.78 26.42 25.65

Table 43: Varying the size of the pseudo-reference pool. Scores (validation set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 20.38 27.26 26.64 22.17 18.83 24.88 23.36
Gold (Soft) 23.47 29.41 28.68 22.78 19.81 24.09 24.71
Gold (One-Hot) + Pseudo (Soft) 23.39 28.91 28.78 23.60 22.72 26.43 25.64

Table 44: Labeling the gold summary with teacher models. Scores (validation set) are displayed in ROUGE-L.
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Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.38 27.26 26.64 22.17 18.83 24.88 23.36
Pseudo 23.92 29.61 29.34 23.54 21.23 25.59 25.54
Gold + Pseudo 23.39 28.91 28.78 23.60 22.72 26.43 25.64

Table 45: Training with only pseudo-labels. Scores (validation set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.27 27.26 26.97 21.89 18.83 23.75 23.16
Gold + Pseudo (Static) 22.91 29.66 28.56 23.80 21.34 25.18 25.24
Gold + Pseudo (Dropout) 23.00 29.91 28.95 23.51 22.31 25.09 25.46

Table 46: Effect of dropout on teacher models. Scores (test set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.27 27.26 26.97 21.89 18.83 23.75 23.16
Gold + Pseudo (Cross-Ensemble) 20.36 27.95 26.46 21.42 18.62 22.68 22.91
Gold + Pseudo (Mono-Ensemble) 23.00 29.91 28.95 23.51 22.31 25.09 25.46

Table 47: Choice of teacher models. Scores (test set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.27 27.26 26.97 21.89 18.83 23.75 23.16
Gold + Pseudo (High) 22.61 29.32 28.82 23.33 21.20 24.31 24.93
Gold + Pseudo (Low) 22.83 29.19 28.91 23.04 21.46 24.65 25.01
Gold + Pseudo (Diverse) 23.76 30.28 29.90 23.37 21.47 25.91 25.78

Table 48: Characteristics of pseudo-references. Scores (test set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.27 27.26 26.97 21.89 18.83 23.75 23.16
Gold + Pseudo-1 21.95 28.23 28.03 22.81 20.99 23.69 24.28
Gold + Pseudo-32 23.09 29.08 28.94 23.39 21.37 24.98 25.14
Gold + Pseudo-96 23.00 29.91 28.95 23.51 22.31 25.09 25.46

Table 49: Varying the size of the pseudo-reference pool. Scores (test set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 20.27 27.26 26.97 21.89 18.83 23.75 23.16
Gold (Soft) 23.03 29.87 28.89 21.88 19.70 23.27 24.44
Gold (One-Hot) + Pseudo (Soft) 23.00 29.91 28.95 23.51 22.31 25.09 25.46

Table 50: Labeling the gold summary with teacher models. Scores (test set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 20.27 27.26 26.97 21.89 18.83 23.75 23.16
Pseudo 23.58 30.22 29.76 22.58 20.66 24.60 25.23
Gold + Pseudo 23.00 29.91 28.95 23.51 22.31 25.09 25.46

Table 51: Training with only pseudo-labels. Scores (test set) are displayed in ROUGE-L.
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Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En Avg.
Trans-Sum 7.21 11.04 7.42 14.73 26.37 16.64 9.43 9.78 9.64 10.09 12.55 16.63 13.02 26.28 12.90 11.05 13.11 9.59 11.17 9.01 12.59 12.87
Sum-Trans 17.48 17.84 21.76 21.35 32.68 26.34 17.54 17.60 19.51 22.65 23.23 27.84 22.78 33.80 24.79 25.86 23.85 20.62 21.48 20.27 23.48 22.99
Gold 18.83 23.75 21.89 29.18 33.43 27.26 19.97 18.89 20.27 23.51 26.97 28.54 26.92 35.33 25.93 26.91 25.31 21.79 25.12 21.56 25.98 25.11
Gold + OTSum 20.39 22.70 23.18 27.71 36.10 28.92 21.79 19.57 21.42 24.39 23.97 30.29 24.55 36.66 25.08 26.37 28.20 20.59 23.08 21.39 25.17 25.31
Gold + Many2Many 20.55 26.91 21.79 32.25 35.97 28.48 21.55 20.35 21.34 23.67 28.55 28.78 28.52 35.97 27.45 28.03 28.47 21.25 26.46 21.45 26.63 26.40
Gold + Pseudo 22.31 25.09 23.51 31.75 35.73 29.91 22.66 21.53 23.00 25.57 28.95 30.65 28.96 36.47 28.24 27.79 28.51 23.54 27.78 23.03 28.46 27.31

Table 52: Fully Supervised Training with mBART-50. Scores (test set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Avg.
[Transformer] Gold 15.33 22.09 18.71
[Transformer] Gold + Pseudo 16.43 23.16 19.80
[PISCES] Gold 22.18 29.25 25.71
[PISCES] Gold + Pseudo 23.95 30.54 27.24
Table 53: Fully Supervised Training with other architectures. Scores (test set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[50] Gold 12.84 18.55 14.85 9.77 9.61 13.05 13.11
[50] Gold + Pseudo 12.93 21.22 16.92 11.76 11.04 14.70 14.76
[100] Gold 13.46 19.94 16.07 11.16 10.44 14.47 14.26
[100] Gold + Pseudo 14.38 22.29 18.09 12.62 12.80 15.81 16.00
[300] Gold 13.67 22.04 18.07 12.97 12.73 16.06 15.92
[300] Gold + Pseudo 16.46 24.25 19.35 16.00 15.59 19.04 18.45

Table 54: Few-Shot Learning (50/100/300-shot). Scores (test set) are displayed in ROUGE-L.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[LoRA] Gold 18.26 26.39 24.44 18.04 14.97 20.84 20.49
[LoRA] Gold + Pseudo 20.68 27.85 26.07 19.68 16.85 23.26 22.40

Table 55: Low-Rank Adaptation. Scores (test set) are displayed in ROUGE-L.
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D.4 SacreBLEU (Post, 2018)

Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En
mBART-50 0.58 5.26 0.73 4.83 6.44 3.41 1.87 3.45 1.57 2.13 5.31 5.06 3.04 5.36 4.12 2.72 3.09 3.32 3.17 1.48 3.60
Transformer-Large 2.76 1.34 0.99 1.55 2.33 0.94 0.21 0.29 1.47 0.60 0.50 1.18 0.18 2.51 0.43 0.41 0.71 0.87 0.77 0.29 1.48
Transformer-Base 0.26 1.05 2.22 2.20 1.86 0.55 1.29 0.73 2.35 0.64 0.70 0.63 0.70 1.59 0.80 0.98 0.58 0.81 1.31 0.42 1.91
Transformer-Small 0.82 1.98 0.56 7.03 0.68 1.54 1.59 1.06 1.61 -0.84 0.53 0.73 0.31 2.34 0.26 2.46 1.90 1.07 0.73 0.13 1.07

Table 56: Quantifying the cross-/mono-lingual summarization gap. Scores (validation set) are displayed in
SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.35 8.89 10.88 15.06 9.38 14.39 10.66
Gold + Pseudo (Static) 5.87 9.15 11.77 14.29 12.16 15.04 11.38
Gold + Pseudo (Dropout) 6.85 10.16 11.88 15.42 13.38 14.31 12.00

Table 57: Effect of dropout on teacher models. Scores (validation set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.35 8.89 10.88 15.06 9.38 14.39 10.66
Gold + Pseudo (Cross-Ensemble) 5.59 8.68 10.02 14.04 9.33 13.81 10.24
Gold + Pseudo (Mono-Ensemble) 6.80 10.18 11.88 15.37 13.38 14.26 11.98

Table 58: Choice of teacher models. Scores (validation set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.35 8.89 10.88 15.06 9.38 14.39 10.66
Gold + Pseudo (High) 6.65 9.10 11.12 14.31 12.80 13.79 11.29
Gold + Pseudo (Low) 6.19 9.76 10.88 14.74 12.49 13.57 11.27
Gold + Pseudo (Diverse) 6.46 9.25 12.52 14.87 12.62 12.40 11.35

Table 59: Characteristics of pseudo-references. Scores (validation set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.35 8.89 10.88 15.06 9.38 14.39 10.66
Gold + Pseudo-1 6.61 9.15 11.00 14.58 12.93 14.02 11.38
Gold + Pseudo-32 6.58 9.72 11.43 15.31 13.39 13.31 11.62
Gold + Pseudo-96 6.85 10.16 11.88 15.42 13.38 14.31 12.00

Table 60: Varying the size of the pseudo-reference pool. Scores (validation set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 5.35 8.89 10.88 15.06 9.38 14.39 10.66
Gold (Soft) 5.67 7.19 11.15 11.61 9.04 10.58 9.21
Gold (One-Hot) + Pseudo (Soft) 6.80 10.18 11.88 15.37 13.38 14.26 11.98

Table 61: Labeling the gold summary with teacher models. Scores (validation set) are displayed in SacreBLEU.
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Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.35 8.89 10.88 15.06 9.38 14.39 10.66
Pseudo 5.91 8.00 11.36 12.96 10.57 11.91 10.12
Gold + Pseudo 6.80 10.18 11.88 15.37 13.38 14.26 11.98

Table 62: Training with only pseudo-labels. Scores (validation set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.04 8.45 11.25 11.11 7.39 14.12 9.56
Gold + Pseudo (Static) 5.91 9.30 11.87 11.54 9.49 14.41 10.42
Gold + Pseudo (Dropout) 6.02 10.36 11.92 12.85 10.86 13.12 10.86

Table 63: Effect of dropout on teacher models. Scores (test set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.04 8.45 11.25 11.11 7.39 14.12 9.56
Gold + Pseudo (Cross-Ensemble) 4.83 8.69 10.32 11.20 8.94 12.82 9.47
Gold + Pseudo (Mono-Ensemble) 6.02 10.36 11.92 12.85 10.86 13.12 10.86

Table 64: Choice of teacher models. Scores (test set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.04 8.45 11.25 11.11 7.39 14.12 9.56
Gold + Pseudo (High) 5.53 9.43 11.14 11.04 9.22 13.62 10.00
Gold + Pseudo (Low) 5.48 9.62 11.19 11.75 9.60 13.67 10.22
Gold + Pseudo (Diverse) 6.19 9.45 12.55 12.46 9.53 13.11 10.55

Table 65: Characteristics of pseudo-references. Scores (test set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.04 8.45 11.25 11.11 7.39 14.12 9.56
Gold + Pseudo-1 5.52 9.61 11.12 11.03 9.90 13.40 10.10
Gold + Pseudo-32 5.77 9.52 11.92 11.65 9.67 13.97 10.42
Gold + Pseudo-96 6.02 10.36 11.92 12.85 10.86 13.12 10.86

Table 66: Varying the size of the pseudo-reference pool. Scores (test set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 5.04 8.45 11.25 11.11 7.39 14.12 9.56
Gold (Soft) 4.59 7.71 11.17 9.91 9.33 10.74 8.91
Gold (One-Hot) + Pseudo (Soft) 6.02 10.36 11.92 12.85 10.86 13.12 10.86

Table 67: Labeling the gold summary with teacher models. Scores (test set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 5.04 8.45 11.25 11.11 7.39 14.12 9.56
Pseudo 4.81 8.48 11.56 11.30 9.14 11.51 9.47
Gold + Pseudo 6.02 10.36 11.92 12.85 10.86 13.12 10.86

Table 68: Training with only pseudo-labels. Scores (test set) are displayed in SacreBLEU.
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Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En Avg.
Trans-Sum 6.23 3.94 6.12 3.03 2.96 1.50 3.20 0.81 0.48 1.64 2.02 1.27 2.15 2.59 2.12 2.88 2.37 1.31 1.35 2.63 1.85 2.50
Sum-Trans 7.54 9.13 8.27 6.73 9.35 6.75 6.45 4.89 4.23 5.78 6.95 7.02 6.64 10.74 7.53 11.36 7.51 6.55 6.29 6.64 6.74 7.29
Gold 7.39 14.12 11.11 15.08 12.35 8.45 9.11 6.81 5.04 7.64 11.25 8.76 10.86 10.17 9.95 12.99 9.64 7.45 9.24 8.13 9.24 9.75
Gold + OTSum 9.89 11.40 10.13 11.82 11.94 8.18 9.24 5.16 4.24 6.54 8.41 8.86 9.12 11.30 8.61 11.76 11.18 6.26 7.89 7.78 8.35 8.96
Gold + Many2Many 9.76 14.36 12.00 14.42 12.91 9.14 9.46 7.40 5.27 8.29 11.24 9.11 11.11 11.91 9.94 13.15 10.95 7.29 9.49 7.79 9.11 10.20
Gold + Pseudo 10.86 13.12 12.85 15.40 13.07 10.36 9.83 7.49 6.02 8.56 11.92 9.36 11.62 11.94 10.79 12.67 11.37 7.21 10.12 7.76 9.97 10.59

Table 69: Fully Supervised Training with mBART-50. Scores (test set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Avg.
[Transformer] Gold 2.91 8.16 5.54
[Transformer] Gold + Pseudo 4.30 6.88 5.59
[PISCES] Gold 5.58 9.57 7.58
[PISCES] Gold + Pseudo 5.94 9.39 7.67
Table 70: Fully Supervised Training with other architectures. Scores (test set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[50] Gold 0.59 3.44 2.79 7.00 2.48 3.63 3.32
[50] Gold + Pseudo 2.01 3.36 4.65 8.62 8.36 6.54 5.59
[100] Gold 0.43 3.91 3.45 6.83 3.09 5.56 3.88
[100] Gold + Pseudo 2.98 4.89 4.56 8.11 8.23 8.06 6.14
[300] Gold 2.39 5.11 4.74 8.44 6.03 6.78 5.58
[300] Gold + Pseudo 3.24 6.96 5.77 8.42 7.24 9.29 6.82

Table 71: Few-Shot Learning (50/100/300-shot). Scores (test set) are displayed in SacreBLEU.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[LoRA] Gold 2.78 7.62 8.80 10.28 6.17 12.05 7.95
[LoRA] Gold + Pseudo 4.01 7.35 9.42 11.71 7.71 11.49 8.62

Table 72: Low-Rank Adaptation. Scores (test set) are displayed in SacreBLEU.
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D.5 BERTScore (Zhang et al., 2020)
Results were computed with the bert-base-multilingual-cased model14.

Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En
mBART-50 3.00 2.74 0.64 2.59 2.04 2.30 1.99 1.92 2.94 2.65 2.20 2.05 1.79 1.44 1.69 1.04 1.52 1.96 1.19 0.92 1.51
Transformer-Large 4.05 0.58 1.52 0.64 1.53 1.55 0.48 0.45 2.02 2.12 0.39 1.59 0.53 1.54 0.33 0.79 0.54 1.08 0.85 0.64 1.40
Transformer-Base 1.90 0.55 1.82 0.94 0.89 1.25 1.41 0.80 1.81 2.05 0.42 1.72 0.87 1.74 0.54 1.04 0.28 1.26 0.71 1.47 1.67
Transformer-Small 4.11 2.38 0.52 2.70 0.54 1.28 1.52 1.05 1.43 1.72 0.47 1.48 0.41 1.35 0.52 1.08 1.49 1.37 0.49 1.00 1.22

Table 73: Quantifying the cross-/mono-lingual summarization gap. Scores (validation set) are displayed in
BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.96 72.27 76.72 72.46 71.11 76.55 73.84
Gold + Pseudo (Static) 74.68 72.95 77.26 72.96 72.06 76.45 74.39
Gold + Pseudo (Dropout) 74.85 72.85 77.28 72.47 72.17 76.54 74.36

Table 74: Effect of dropout on teacher models. Scores (validation set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.96 72.27 76.72 72.46 71.11 76.55 73.84
Gold + Pseudo (Cross-Ensemble) 74.15 72.30 76.42 72.33 70.81 75.97 73.66
Gold + Pseudo (Mono-Ensemble) 74.85 72.87 77.28 72.46 72.22 76.55 74.37

Table 75: Choice of teacher models. Scores (validation set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.96 72.27 76.72 72.46 71.11 76.55 73.84
Gold + Pseudo (High) 74.67 72.88 77.05 73.12 72.14 76.13 74.33
Gold + Pseudo (Low) 74.75 72.79 77.20 72.78 71.94 76.16 74.27
Gold + Pseudo (Diverse) 75.09 73.26 77.50 72.95 72.30 76.40 74.58

Table 76: Characteristics of pseudo-references. Scores (validation set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.96 72.27 76.72 72.46 71.11 76.55 73.84
Gold + Pseudo-1 74.45 72.55 76.88 72.80 71.88 76.16 74.12
Gold + Pseudo-32 74.64 72.52 77.10 72.42 72.39 76.29 74.23
Gold + Pseudo-96 74.85 72.85 77.28 72.47 72.17 76.54 74.36

Table 77: Varying the size of the pseudo-reference pool. Scores (validation set) are displayed in BERTScore.

14https://huggingface.co/google-bert/bert-base-multilingual-cased
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Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 73.96 72.27 76.72 72.46 71.11 76.55 73.84
Gold (Soft) 74.72 72.88 77.25 71.94 70.81 75.50 73.85
Gold (One-Hot) + Pseudo (Soft) 74.85 72.87 77.28 72.46 72.22 76.55 74.37

Table 78: Labeling the gold summary with teacher models. Scores (validation set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.96 72.27 76.72 72.46 71.11 76.55 73.84
Pseudo 74.95 72.84 77.43 72.30 71.38 76.11 74.17
Gold + Pseudo 74.85 72.87 77.28 72.46 72.22 76.55 74.37

Table 79: Training with only pseudo-labels. Scores (validation set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.86 72.25 76.78 72.33 71.31 76.15 73.78
Gold + Pseudo (Static) 74.68 73.08 77.20 72.68 71.44 75.93 74.17
Gold + Pseudo (Dropout) 74.76 73.22 77.34 72.38 72.00 75.99 74.28

Table 80: Effect of dropout on teacher models. Scores (test set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.86 72.25 76.78 72.33 71.31 76.15 73.78
Gold + Pseudo (Cross-Ensemble) 73.94 72.40 76.56 71.96 70.50 75.48 73.47
Gold + Pseudo (Mono-Ensemble) 74.76 73.22 77.34 72.38 72.00 75.99 74.28

Table 81: Choice of teacher models. Scores (test set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.86 72.25 76.78 72.33 71.31 76.15 73.78
Gold + Pseudo (High) 74.54 72.97 77.22 72.49 71.62 75.91 74.12
Gold + Pseudo (Low) 74.72 72.96 77.30 72.37 71.70 75.92 74.16
Gold + Pseudo (Diverse) 75.00 73.27 77.57 72.65 71.98 76.21 74.45

Table 82: Characteristics of pseudo-references. Scores (test set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.86 72.25 76.78 72.33 71.31 76.15 73.78
Gold + Pseudo-1 74.37 72.55 76.99 72.30 71.75 75.78 73.96
Gold + Pseudo-32 74.76 72.86 77.31 72.42 71.67 76.07 74.18
Gold + Pseudo-96 74.76 73.22 77.34 72.38 72.00 75.99 74.28

Table 83: Varying the size of the pseudo-reference pool. Scores (test set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold (One-Hot) 73.86 72.25 76.78 72.33 71.31 76.15 73.78
Gold (Soft) 74.74 72.88 77.31 71.44 70.15 75.19 73.62
Gold (One-Hot) + Pseudo (Soft) 74.76 73.22 77.34 72.38 72.00 75.99 74.28

Table 84: Labeling the gold summary with teacher models. Scores (test set) are displayed in BERTScore.
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Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
Gold 73.86 72.25 76.78 72.33 71.31 76.15 73.78
Pseudo 74.87 73.08 77.53 71.73 70.50 75.61 73.89
Gold + Pseudo 74.76 73.22 77.34 72.38 72.00 75.99 74.28

Table 85: Training with only pseudo-labels. Scores (test set) are displayed in BERTScore.

Zh2Tr Tr2Vi En2Tr Tr2En Ko2Zh Ko2Ja Ja2Ru Ja2Ar Ar2Ko En2Ko Ko2En En2Ja Ja2En En2Zh Zh2En En2Vi Vi2En En2Ar Ar2En En2Ru Ru2En Avg.
Trans-Sum 62.13 67.30 62.24 69.09 64.68 59.88 66.19 64.31 61.10 61.69 68.29 58.40 68.18 64.92 68.15 67.65 68.67 65.13 66.67 65.76 68.05 65.17
Sum-Trans 70.42 72.39 72.08 74.24 74.34 71.79 72.82 73.76 73.78 74.25 75.54 72.43 74.97 74.79 75.95 76.96 75.72 75.06 75.07 73.99 75.40 74.08
Gold 71.31 76.15 72.33 77.02 74.61 72.25 73.73 74.27 73.86 74.57 76.78 72.78 76.46 75.40 76.26 77.39 76.05 75.36 76.12 74.55 76.21 74.93
Gold + OTSum 70.90 75.47 72.42 76.71 75.68 72.80 74.44 74.37 74.11 74.73 75.77 73.39 75.19 75.83 76.06 77.28 77.12 74.72 75.48 74.48 75.81 74.89
Gold + Many2Many 71.64 77.05 72.07 78.16 75.78 72.81 74.54 74.81 74.37 74.90 77.26 72.89 77.05 75.74 76.81 77.89 77.20 75.26 76.62 74.54 76.42 75.42
Gold + Pseudo 72.00 75.99 72.38 77.86 75.43 73.22 74.63 75.07 74.76 75.27 77.34 73.42 77.06 75.57 76.94 77.49 77.09 75.82 76.95 74.80 76.89 75.52

Table 86: Fully Supervised Training with mBART-50. Scores (test set) are displayed in BERTScore.

Ar2Ko Ko2Ja Avg.
[Transformer] Gold 71.87 69.80 70.84
[Transformer] Gold + Pseudo 72.27 70.35 71.31
[PISCES] Gold 74.68 73.21 73.94
[PISCES] Gold + Pseudo 75.14 73.35 74.25
Table 87: Fully Supervised Training with other architectures. Scores (test set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[50] Gold 69.78 68.18 72.26 66.73 67.18 71.79 69.32
[50] Gold + Pseudo 70.94 69.64 72.99 67.15 66.81 72.82 70.06
[100] Gold 70.32 68.90 72.85 67.88 67.14 72.83 69.99
[100] Gold + Pseudo 71.26 70.16 73.48 68.18 67.42 73.08 70.60
[300] Gold 71.25 70.06 73.33 68.23 67.98 72.81 70.61
[300] Gold + Pseudo 72.35 70.85 74.02 69.32 68.92 74.56 71.67

Table 88: Few-Shot Learning (50/100/300-shot). Scores (test set) are displayed in BERTScore.

Ar2Ko Ko2Ja Ko2En En2Tr Zh2Tr Tr2Vi Avg.
[LoRA] Gold 73.35 71.93 75.94 70.62 68.56 75.19 72.60
[LoRA] Gold + Pseudo 74.02 72.31 76.39 70.51 69.29 75.69 73.03

Table 89: Low-Rank Adaptation. Scores (test set) are displayed in BERTScore.
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D.6 Ensemble Perplexity

1 2 3 4 5 6
En 5.50 5.37 5.36 5.35 5.36 5.37
Vi 4.87 4.71 4.65 4.63 4.62 4.62
Ja 5.23 5.07 5.02 4.99 4.98 4.98
Zh 7.75 7.44 7.34 7.29 7.27 7.25
Ar 6.44 6.24 6.16 6.13 6.11 6.10
Ko 5.16 4.97 4.92 4.91 4.90 4.90
Ru 4.76 4.64 4.61 4.60 4.59 4.61
Tr 5.89 5.36 5.29 5.25 5.25 5.25

Table 90: Perplexity scores (lower is better) of ensemble sets on the validation split. Here each row denotes the
perplexity score of the best ensemble set (for the given size) of each language.
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E Annotation Instruction

During annotation of a sample, each participant was presented with the source document, gold summary,
and the three model-generated summaries which were shuffled beforehand to avoid positional bias.

For informativeness, participants were asked to rank model summaries based on whether they captured
the most important information (as presented in the gold summary), to which extent was that information
covered; and if there was additional information (i.e. not in the gold summary), then based on the theme of
the document and content of the gold summary, whether that additional information was also informative
or simply redundant, and if any information appeared relevant but contradicted the source document/gold
summary (i.e. hallucination), it was treated as harmful and not informative.

For fluency, participants were asked to rank model summaries based on how well-formed they were:
Was there any grammar, lexical or typographical error ? Were there foreign words mixed in (except
for normal keywords that were also in the source document/gold summary) ? Was the summary well-
formatted (e.g. no weird next line, random placement of punctuation) ? Was there any weird point (e.g.
unnatural but still understandable, or completely absurd sentence) ? Was the summary well-presented (e.g.
logically connected and easy-to-follow, which also relate to coherence) ?

Ultimately, participants had to take these factors into consideration and produced the final rankings
based on their own estimations. In scenarios where they did not perceive noticeable quality difference
in the specified category (informativeness or fluency) between two (or all three) model summaries, they
were allowed to place them in the same ranking at that category. In such scenarios, model summaries of
the same ranking would receive similar scores. For example, if there are two model summaries placing
second, and one places first, then those placing second would each gain a score of 2 and the one placing
first would gain a score of 3. If all model summaries are deemed equal, they each receive a score of 3.
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F Summary Outputs

As case study, we show a random sample from the English-to-Vietnamese (EN2VI) test split accompanied
with four model summaries in Table 91. English translations for the Vietnamese summaries are provided
underneath in italics. We highlight the misleading information in red and the parts aligning with the
gold summary in blue. Here we can see that most models produce misinformation. The GOLD summary
suggests one simply drink liquid (instead of water) and generates the word tinh dầu nha chu which in
itself is contradicting because tinh dầu refers to oil whereas nha chu refers to periodontitis which is
of a different type. The GOLD+OTSUM summary mistakes dầu đinh hương (clove oil) with dầu gội
đầu (shampoo). The GOLD+MANY2MANY summary additionally includes the phrase không kê toa
(over-the-counter) which is also misleading because readers easily get the impression that this is the most
(or only) suggested way (which is not true as can be inferred from the source document). In addition, it
also mistakes dầu đinh hương (clove oil) with dầu cây phỉ (Witch Hazel oil). Meanwhile, the summary
generated by GOLD+PSEUDO aligns well with the gold summary and does not contain misinformation.
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Source Document
[.....] Your doctor may recommend a prescription-strength pain medication, or you may wish to stick
with over-the-counter medications like aspirin or acetaminophen. Do NOT give aspirin to children or
adolescents. Use of aspirin in children or teenagers may cause complications with the liver and brain.
[.....] Don’t exceed the dosage with ibuprofen either because this can lead to severe stomach or intestinal
bleeding. Use cold packs only for the first 48 hours. Fill a sandwich bag with ice cubes, or wrap ice
cubes in a clean towel. In a pinch, you can also use a bag of frozen vegetables wrapped in a paper towel.
Apply to the affected side of the face. Remove the bag if it starts to feel like it is burning your skin or
you may damage your skin. Keep the ice pack on for 20 minutes, then off for 20 minutes. After two
days you should switch to using a warm compress, as a cold compress will no longer reduce swelling or
inflammation after the first 48 hours. Drinking clear liquids, especially water at room temperature, is
crucial following any surgical procedure. Avoid alcohol after any surgery. Water at room temperature is
the best beverage to stay hydrated. If you like, you may wish to alternate water with a sugar-free sports
drink. This will remove debris and help sooth inflammation. Add approximately half a teaspoon of salt
to one cup of lukewarm water. Stir the salt water thoroughly, so that it is mostly dissolved. Very gently
swish the salt water around in your mouth, focusing on the affected side of your mouth without creating
negative pressure which can dislodge the clot. Repeat after each meal and before bed, and any times in
between when you believe a saltwater rinse might be helpful. The physical act of smoking a cigarette
may cause a blood clot to come dislodged, and using chewing tobacco or passing smoke over the socket
may further irritate the wound and prolong the pain and inflammation. Try using a nicotine patch if you
don’t believe you can’t quit smoking during the time it takes for your mouth to recover. Talk to your
doctor about smoking alternatives. Some patients have found that using a few drops of clove oil to treat
the site of an open dental wound may alleviate some of the pain. This should not be done as an alternative
to seeking professional medical advice and assistance. Rather, it is meant to provide temporary pain
relief in the event that immediate medical assistance is not available. Apply one or two drops of clove oil
to a clean cotton swab. Dab the swab against your gum where the tooth was extracted. [.....]
Reference Source Summary
Take pain relievers. Use ice or a cold compress on the side of your face experiencing pain. Stay hydrated.
Use a salt water rinse. Avoid using tobacco products. Try clove oil.
Reference Target Summary
Uống thuốc giảm đau. Chườm đá hoặc túi chườm lạnh lên bên mặt bị đau. Cung cấp nước cho cơ thể.
Súc miệng nước muối. Tránh sử dụng các sản phẩm thuốc lá. Thử dùng dầu đinh hương.
Take pain relievers. Use ice or a cold compress on the side of your face experiencing pain. Provide water
for your body. Gargle with salt water. Avoid using tobacco products. Try clove oil.
Output - GOLD
Uống thuốc giảm đau. Chườm đá viên. Uống nhiều chất lỏng. Súc miệng nước muối. Không hút thuốc.
Dùng tinh dầu nha chu.
Take pain relievers. Apply ice cubes. Drink plenty of liquid. Gargle with salt water. Do not smoke. Use
periodontal essential oil.
Output - GOLD+OTSUM
Dùng thuốc giảm đau. Dùng túi chườm lạnh. Uống nhiều nước. Súc miệng bằng nước muối. Không hút
thuốc. Dùng dầu gội đầu.
Take pain relievers. Use a cold compress. Drink plenty of water. Gargle with salt water. Do not smoke.
Use shampoo.
Output - GOLD+MANY2MANY
Uống thuốc giảm đau không kê toa. Chườm đá. Uống nhiều nước. Súc miệng nước muối. Tránh hút
thuốc. Dùng dầu cây phỉ.
Take over-the-counter pain relievers. Apply ice. Drink plenty of water. Gargle with salt water. Avoid
smoking. Use Witch Hazel oil.
Output - GOLD+PSEUDO
Uống thuốc giảm đau. Chườm đá viên. Uống nhiều nước. Súc miệng bằng nước muối. Tránh hút thuốc.
Dùng dầu đinh hương.
Take pain relievers. Apply ice cubes. Drink plenty of water. Gargle with salt water. Avoid smoking. Use
clove oil.

Table 91: A random sample from the English-to-Vietnamese (EN2VI) test set
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