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Abstract

"Content Warning: Some examples in this
paper may be offensive or biased.

Recently, language models have accelerated
the improvement in natural language pro-
cessing. However, recent studies have high-
lighted a significant issue: social biases in-
herent in training data can lead models to
learn and propagate these biases. In this study,
we propose a contrastive learning method
for bias mitigation, utilizing anchor points to
push further negatives and pull closer pos-
itives within the representation space. This
approach employs stereotypical data as nega-
tives and stereotype-free data as positives, en-
hancing debiasing performance. Our model
attained state-of-the-art performance in the
ICAT score on the StereoSet, a benchmark for
measuring bias in models. In addition, we
observed that effective debiasing is achieved
through an awareness of biases, as evidenced
by improved hate speech detection scores.
The implementation code and trained mod-
els are available at https://github.com/
HUFS-NLP/CL_Polarizer.git.

1 Introduction

Social bias is a present and critical issue in nat-
ural language processing, thus resolving those
gender, racial, and other demographic biases en-
coded in resources and models has been a matter
of substantial concern (Chowdhery et al., 2023;
Glaese et al., 2022; Touvron et al., 2023). Many
of previous works to mitigate such bias relied on
pre-defined target word lists, mainly used to ob-
tain gender-swapped corpora (Zhao et al., 2018a;
Liang et al., 2020) or to adjust embedding asso-
ciations of sentences with opposite target words
(Garimella et al., 2021).

However, those methods based on curated
word lists are said to lack extensibility for diverse
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Figure 1: Overview of the Proposed Method

demographic groups other than binary gender
(Guo et al., 2022) and can inadvertently dilute in-
formation. Furthermore, it has been particularly
pointed out that conducting gender-swapping
based on the word lists limits the representa-
tion space (Li et al., 2023) and generates non-
sensical sentences such as ‘he gave birth’ (Sun
et al., 2019). This result in a potential trade-off be-
tween language modeling ability and debiasing
performance (Guo et al., 2022).

Unlike previous studies, we suggest a debi-
asing method focusing on social stereotypes
themselves rather than nominal expressions
referring to certain demographic groups (e.g.
‘man’,‘woman’) in sentences. To avoid the afore-
mentioned problems of simply swapping gen-
dered subjects, we take an alternative approach
by reversing the predication of gender bias, while
leaving the subjects unchanged. With the as-
sistance of ChatGPT API1, we obtain the fairer
counter-narratives, referred to as stereotype-
free sentences, from gender stereotype samples.
These sentences are used for the model’s bias
mitigation through contrastive learning steps for
training Pre-trained Language Models (PLMs).
Figure 1 shows an overview of proposed method.

1In our approach, we utilized gpt-3.5-turbo
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We assume that, by locating stereotypical sen-
tences and stereotype-free sentences distant
within representation space, one can make the
model truly know what stereotypical associations
are, eventually leading to the model’s better per-
formance at detecting or refraining from biased
remarks. For this, we adopt contrastive learning
(Chen et al., 2020), through which one can guide
the model which data points’ representation to
be apart from, in this case gender bias, and which
to be closer to. With a redesigned training objec-
tive, we perform contrastive learning on PLMs to
make the model apart from the unfair social bias.

The expriment was conducted over StereoSet
(Nadeem et al., 2021), a benchmark for measur-
ing stereotypical and biased associations, where
our debiased model yielded better Idealized Con-
text Association Test (ICAT) score, outperforming
other previous social bias mitigation frameworks.

2 Background

2.1 Mitigating Gender Bias

Earlier bias mitigation studies mainly dealt with
gender bias within static representations, usu-
ally in post-hoc fashion. This included project-
ing gender-neutral words orthogonal to gender
direction (Bolukbasi et al., 2016), training gender-
neutrally debiased embedding with modified ob-
jective (Zhao et al., 2018b), and reducing dis-
criminatory biases in post-processing while pre-
serving gender-related information (Kaneko and
Bollegala, 2019). With the emergence of pre-
trained contextualized representations (Peters
et al., 2018; Devlin et al., 2019), studies on de-
biasing also moved their focus to them.

Bias mitigation in contextualized embeddings
has seen diverse strategies. Liang et al. (2020)
and Kaneko and Bollegala (2021) used orthogonal
projection in post-processing and fine-tuning of
pretrained embeddings, respectively. Meanwhile,
Garimella et al. (2021) and Guo et al. (2022) fo-
cused on training pretrained encoders with equal-
izing objectives. Omrani et al. (2023) pursued
target-agnostic debiasing by identifying a bias
subspace through a social psychology framework.
Amid these trends, our method trains encoders
using contrastive loss.

2.2 Contrastive Learning

The idea of contrastive learning is to pull simi-
lar instances (‘positive’) closer while pushing the

dissimilar (‘negative’) apart (Chen et al., 2020).
It was adopted in SimCTG (Su et al., 2022) to re-
solve anisotropic distribution of token using to-
kens within same sentence as contrastive pairs.
Meanwhile, (Gao et al., 2021) enhanced sentence
embeddings with entailment/contradiction rela-
tion as contrastive pairs.

Contrastive learning is also seen in social bias
mitigation works. Shen et al. (2021) employed
task-specific contrastive objective in fine-tuning
a text classifier; Cheng et al. (2021) and He et al.
(2022) used gender-swapped corpora and con-
trastive loss to debias pretrained encoders; Li et al.
(2023) proposed a dual framework of continuous
prompt tuning and contrastive learning, which
first amplifies and then mitigates gender bias in
turn. However, our work distinguishes itself with
these existing works in that what is drawn closer
and pushed apart is not a gender-swapped sen-
tence pair, but rather a social media post and rel-
evant biased and unbiased statements.

3 Method

3.1 Generating Contrastive Samples

It is one of the key process of contrastive learn-
ing to collect efficient contrastive samples (Chen
et al., 2020; Gao et al., 2021). In our approach,
we generate contrastive samples by construct-
ing both stereotypical and stereotype-free sen-
tences, obtained from the Social Bias Inference
Corpus (SBIC) (Sap et al., 2020). The SBIC dataset
is consists of social media utterances (post), a
wide range of categorical annotations (i.e. offen-
siveYN, sexYN, etc.), and free-text explanations
on the implied stereotypes (targetStereotype) of
the posts. We construct contrastive samples by
utilizing data contained in the targetStereotype
from the SBIC dataset as stereotypical sentences.
These are then paired with stereotype-free sen-
tences, generated by ChatGPT, to serve as con-
trasting samples in our composition. The sen-
tences from post are serve as anchors.

The utilization of ChatGPT for generating posi-
tive samples is motivated by previous research
demonstrating the effectiveness of large lan-
guage models in generating counter-statements
from hate speech or stereotype sentences. No-
tably, Ashida and Komachi (2022) employed
GPT-Neo (Black et al., 2021), GPT-2 (Radford
et al., 2021), and GPT-3 (Brown et al., 2020)
to generate counter-narratives from stereotypes
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Model LM SS ICAT
BERT (Devlin et al., 2019) 84.17 60.28 66.86
BERT+Dropout (Webster et al., 2020) 83.04 60.66 65.34
BERT+CDA (Webster et al., 2020) 83.08 59.61 67.11
INLP (Ravfogel et al., 2020) 80.63 57.25 68.94
Sent-Debias (Liang et al., 2020) 84.20 59.37 68.42
Context-Debias (Kaneko and Bollegala, 2021) 85.42 59.35 69.45
FairFil (Cheng et al., 2021) 44.85 50.93 44.01
MABEL (He et al., 2022) 84.80 56.92 73.07
Proposed Method 81.27 54.16 74.45

Table 1: Evaluation of LM, SS, and ICAT scores on various debiased models using StereoSet data. Boldfaced
values denote the highest performance achieved for each respective evaluation metric.

and microaggressions in CONAN (Chung et al.,
2019) and SBIC datasets. Moreover, Fraser et al.
(2023) explored ChatGPT in generating counter-
stereotypes, while Mun et al. (2023) embarked on
generating over 10,000 counterspeech against im-
plied biases and stereotypes with GPT-4 (OpenAI,
2023) and ALPACA (Taori et al., 2023).

Inspired by previous studies, we suggest the
method to employ ChatGPT for stereotype-free
sentences generation. Through our method, we
obtained 13,498 contrastive sample pairs. For ex-
ample, a social media post in the SBIC dataset
such as‘It should be mandatory for all girls to do
20 squats a day’ serves as an anchor. The corre-
sponding targetStereotype in the SBIC,‘women
must stay thin’, is considered as the stereotypical
sentence, while the sentence generated by Chat-
GPT,‘Women should not be obligated to stay thin’,
is considered as the stereotype-free sentence. The
prompts for collecting stereotype-free sentences
using ChatGPT are presented in Appendix A.1.

3.2 Contrastive Learning

Contrastive learning aims to train models so that,
in the representation space, they push anchors
and negatives farther apart while pulling anchors
and positives closer. Inspired by (Su et al., 2022),
we use a contrastive learning approach and de-
fine the contrastive loss (LC L) as follows:

LC L = 1
|x|

∑|x|
i=1 max{0,ρ− s(ai , a+

i )+ s(ai , a−
i )} (1)

In the equation, x denotes the batch size, and
we compute the LC L for each batch iteration.
Here, a represents the embedding of the anchor,
ai+ is the positive embeddings, and ai− signifies
the negative embeddings. For ai+ and ai− embed-
dings, these are represented by the mean of their

token embeddings of the input sentence. Also,
s(x, y) means cosine similarity between two em-
bedding vectors x and y . A pre-defined margin
ρ calibrates the contrastive loss value. This mar-
gin ensures that the positives are within a closer
range to the anchor than the negatives by at least
the margin value.

Our contrastive learning method polarizes the
representation space by pulling positives closer to
the anchor and pushing negatives further away,
controlling distances through cosine similarity.
This results in a model that learns to represent
sentences in such a way that social media posts
become indistinguishable from positive samples
in the vector space. Importantly, by polarizing the
distances between positive and negative samples
relative to the anchor, our approach mitigates
gender bias encoded in the model.

To preserve language modeling capability, our
objective includes an additional Maximum Like-
lihood Estimation (MLE) loss. The MLE loss
was applied to the fixed size vector obtained by
mean pooling of the token-level embeddings of
stereotype-free samples. Consequently, the total
loss function is the sum of MLE and Contrastive
Learning (CL) loss, expressed as LossTot al =
LossMLE +LossC L .

4 Experiments

4.1 Experimental Settings

We adopt the ICAT score of StereoSet (Nadeem
et al., 2021) as our main evaluation metric. Stere-
oSet assesses the fairness of a language model,
and we specifically test sentences concerning
gender. However, while we consistently assess the
gender category in StereoSet across Tables 1, 2,
and 3, it is important to note that StereoSet en-
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compasses a set beyond the gender dimension.
Therefore, our evaluations concerning race, re-
ligion, and profession are also documented in
the Appendix A.2. In this task, the model fills a
blank in a sentence and must choose between
a stereotypical, an anti-stereotypical, or an un-
related word. The Language Model (LM) score
reflects the frequency of the model choosing a
contextually appropriate word, either stereotyp-
ical or anti-stereotypical, rather than a random
word. The Stereotype Score (SS) calculates how
frequently the model prefers the stereotypical
choice over the anti-stereotypical one. ICAT is a
combined metric assigning equal importance to
language modeling ability and stereotypical bias.
The ICAT Score is defined as LM× min(SS,100−SS)

50 .

For experiments, we selected BERT (Devlin
et al., 2019) and RoBERTa (Liu et al., 2019), and
aimed to debias the PLMs by applying contrastive
learning. We set hyperparameters with batch size
at 32 and the margin at 0.9. Also, our experiments
use grid search to tune the hyperparameters, and
identified the optimal combination from steps
{350, 422} and learning rates {2e-4, 4e-6}.

4.2 Results

4.2.1 Compare with Previous Models

To demonstrate the effectiveness of our proposed
method, we selected eight frameworks previously
proposed for bias mitigation as comparison mod-
els. To ensure diversity among the baselines, we
carefully choose three of them as projection-
based (Ravfogel et al., 2020; Liang et al., 2020;
Kaneko and Bollegala, 2021) and two of them
as contrastive learning method (Cheng et al.,
2021; He et al., 2022) for their main approach.
Scores from BERT, BERT+Dropout, BERT+CDA,
INLP, and Sent-Debias are reported in Meade et al.
(2022), while Context-Debias, FairFil, and MABEL
are referenced in He et al. (2022).

Table 1 shows that our model recorded the
highest ICAT score of 74.45 on StereoSet gen-
der category, outperforming all the other mod-
els. While FairFil exhibited an impressive SS score
of 50.93, its LM score was significantly com-
promised, standing at 44.85. In contrast, our
model not only followed behind FairFil with an SS
score of 54.16, but also maintained a respectable
LM score of 81.27. This result shows that apply-
ing contrastive learning with pairs of implicit
stereotypes and meaning-reversed fair sentences,

Positive Negative LM SS ICAT
Stereotype-free Stereotypical 81.22 54.16 74.45
Stereotypical Stereotype-free 70.0 51.33 68.13

Table 2: Performance comparison based on anchor-
proximal items.

rather than gender-swapped sentence pairs, is
the most effective approach to mitigate bias while
preserving the LM score.

4.2.2 Impact of Anchor-Proximal Item

We designed an experiment to determine whether
it is more beneficial to train the anchor and
stereotypical samples to be closer, or to bring the
stereotype-free samples closer. In other words,
in this section, we define which samples will
correspond to positives and negatives, respec-
tively. In Table 2, the Positives column indicates
which samples are applied as embeddings that
the model pulls closer, while the Negatives col-
umn shows which samples were selected that the
model pushes further away. The experiment mea-
sures the results of applying our method to the
bert-base-uncased model specifically for the gen-
der category in StereoSet.

The results indicate that both approaches
yielded strong SS scores, with two different prox-
imal settings scoring 54.16 and 51.33, respec-
tively. This underscores the importance of us-
ing contrastive learning to increase the distance
between stereotypical and stereotype-free sen-
tences for effective debiasing. However, a notable
difference emerged in LM scores. Positioning the
stereotypical closer to the anchor resulted in an
LM score of 70.0, which was 11.22 points lower
than when stereotype-free were drawn closer to
the anchor. This finding demonstrates that while
increasing the distance between gender-biased
and fairer sentences does mitigate the bias, po-
sitioning fairer sentences near the anchor is cru-
cial for better language modeling ability. There-
fore, in the remainder of the paper, our method
incorporating contrastive loss consistently fixes
stereotype-free sentence as positives and stereo-
type as negatives.

4.2.3 Evaluation Across Model Sizes and
Architectures

To evaluate the effectiveness of proposed train-
ing method across different backbone models, we
report scores on BERT/RoBERTa and base/large
size of each model as in Table 3. The method of
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PLM Size Method LM SS ICAT

BERT

Base
MABEL 84.54 56.25 73.98

w/o LTot al 84.17 60.28 66.86
w LTot al 81.22 54.16 74.45

Large
MABEL 84.93 56.76 73.45

w/o LTot al 86.54 63.24 63.62
w LTot al 74.85 50.65 73.87

RoBERTa

Base
MABEL 87.44 60.14 69.68

w/o LTot al 88.93 66.32 59.9
w LTot al 75.96 51.28 74.01

Large
MABEL 89.72 61.28 69.49

w/o LTot al 88.81 66.82 58.92
w LTot al 84.21 58.10 70.56

Table 3: Performance comparison based on PLM’s ar-
chitecture and size.

‘w/o LTot al ’ refers to the original, unmodified ver-
sions of BERT and RoBERTa and ‘w LTot al ’ rep-
resents the model enhanced with our proposed
contrastive learning and MLE loss. Also, we com-
pare the scores with MABEL because, to the best
of our knowledge, MABEL has recorded the high-
est ICAT score among the baselines.

Regardless of the model’s sizes and architec-
tures, our method outperforms all SS and ICAT
scores of MABEL, for both BERT and RoBERTa
types. In particular, our model demonstrated a
notable increase at the ICAT score in roberta-base
model, achieving 74.01, which marks an improve-
ment of 14.11 points over RoBERTa-base and 4.03
points over mabel-roberta-base.

Furthermore, Table 3 demonstrates that differ-
ent PLMs achieve varying degrees of score im-
provement. The BERT model showed an increase
of 7.59 and 10.52 in the scores for the base/large
sizes respectively, when our method was applied.
On the other hand, the RoBERTa model showed
an increase of 14.11 and 11.64, indicating a larger
improvement than with the BERT PLMs. This
seems to stem from the RoBERTa model’s capabil-
ity to process a wider range of language phenom-
ena and domains, as it is trained on the Open-
WebText corpus (Liu et al., 2019). We hypothesize
that our method, utilizing social media post data,
is more compatible with models that have been
pretrained on such WebText data.

4.2.4 Evaluation of Bias Awareness and
Avoidance

In our approach to reducing bias, we trained
the encoder by directly utilizing sentences with
gender bias, referred to as stereotypical sen-
tences, and liberately distancing from them. Con-

Model F1 Score Accuracy Score
BERT 46.08 29.21
BERT w/o LC L 46.11 29.60
BERT w LTot al (Ours) 50.24 48.40

Table 4: Hate speech detection performance.

sequently, we anticipated that our model would
more effectively differentiate between biased and
unbiased sentences compared to the base model.
To validate this hypothesis, we measured the hate
speech detection performance using the dyna-
hate dataset (Vidgen et al., 2021). The experiment
was conducted in a zero-shot manner on the dy-
nahate dataset to solely evaluate the detection
capability of the encoder itself.

In Table 4, ‘BERT’ refers the pretrained bert-
base-uncased model and ‘BERT w Ltot al ’ corre-
sponds our model in Table 1, therefore incorpo-
rates both MLE and contrastive loss. Also, ‘BERT
w/o LC L ’ is the model trained in the absense of
contrastive loss and apply MLE loss specifically
for stereotype-free. Table 4 illustrates that our
‘BERT w Ltot al ’ outperforms other baselines in
detection performance on the dynahate dataset.
Therefore, we hypothesis that our model does not
dilute biases simply through the substitution of
words, but rather gains a better understanding of
the implicit bias through the polarization of vec-
tors. Additionally, in comparison with the without
contrastive loss model result, we concluded that
our model’s ability to discern and subsequently
mitigate biases is not merely due to an increased
exposure to stereotype-free sentences but rather
stems from its comprehensive learning of both
biased and unbiased statements.

5 Conclusion

In this study, we introduced a novel approach via
contrastive learning to mitigate social bias by ad-
justing the distances between anchor-positives
and anchor-negatives. We directly used implicit
stereotypes as negatives and trained the model
to distance itself from these biases. Our experi-
ments demonstrated that our approach outper-
forms other methods in ICAT scores which is a
evaluation metric for debiasing in language mod-
els. Additionally, the improved performance of
our proposed method on the hate speech detec-
tion task indicates that our method enables PLMs
to better comprehend implicit biases.
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Limitations

In our methodology section 3.1, we demonstrated
a sample generation method using the SBIC
dataset. However, our approach to augmenting
data for creating training samples was applied
exclusively to a single dataset. The use of differ-
ent stereotype datasets and stereotype-free sen-
tences generated through various prompts can
impact the performance of bias mitigation. There-
fore, we note that our contrastive samples gener-
ating method has potential applicability across
various datasets incorporating social media text
and implied stereotype statements, such as those
found on Twitter or Reddit. Datasets like IM-
PLICIT HATE CORPUS (ElSherief et al., 2021), DY-
NAHATE dataset (Vidgen et al., 2021), and oth-
ers (Breitfeller et al., 2019; Kumar and Pranesh,
2021), serve as example, alongside emerging
methods for automatically generating implied
toxic language (Hartvigsen et al., 2022). Our fu-
ture plans involve adapting our sample generat-
ing approach to these datasets.

Additionally, there is a risk of that our method
may directly introduce toxic or stereotypical sen-
tences and their implied statements into model
training. Our goal, as stated in section 4.2.4, is
to debias more effectively than when only non-
biased sentences are introduced. However, this
carries the risk of inadvertently training models
on toxic social media text. Thus, we propose mov-
ing towards methods that either remove or inten-
tionally avoid separated representational spaces.
While research on identifying and removing bias
subspaces exists, further studies are needed on
removing these spaces after separation.

While we achieved state-of-the-art perfor-
mance on the ICAT score, it would be risky to
claim that this approach perfectly addressed the
bias issues inherent in PLMs. The ICAT score is a
widely used metric for measuring bias in PLMs;
however, it is challenging to assert that this score
provides an absolute measure of bias. Therefore,
we present experimental results on various bias
measurement scores in the appendix A.3. Nev-
ertheless, consistent results were not always ob-
tained depending on the measurement methods
used. Through these experiments, we recognize
the importance of exploring additional diverse
and novel measurement metrics to effectively ad-
dress these limitations.

Lastly, our work has a limitation in that it has

been applied only to encoder-based models like
BERT and RoBERTa. In other words, our method
has not been applied to Natural Language Gen-
eration (NLG) models that has been attracting
attention recently. Future work could consider ex-
tending our approach to decoder-based models
and exploring ways to prevent these models from
generating biased statements. Therefore, we plan
to expand our current research to propose stud-
ies aimed at preventing the generation of biased
statements through polarized representational
spaces, with a focus on NLG models.

Ethical Consideration

This study involves the utilization of sentences
generated by ChatGPT. However, it is crucial to
note that when utilizing these sentences, it can-
not be guaranteed that the sentences produced
by ChatGPT as counter to the stereotypes col-
lected from the SBIC data are entirely stereotype-
free sentences. The aim of this study is not to cre-
ate accurate stereotype-free dataset using Chat-
GPT, but rather to demonstrate through con-
trastive learning that our proposed method, even
when using data generated by ChatGPT (albeit
somewhat inaccurate), can lead to improvements
in ICAT scores without the need for human correc-
tion. Therefore, careful ethical consideration is re-
quired when using stereotype-free sentences gen-
erated by ChatGPT or similar generative language
models, due to the potential unforeseen biases,
prejudices and offensive that may be present in
these sentences.
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A Appendix

A.1 Prompt for Generating Contrastive
Samples

We used ChatGPT to convert sentences with bias
into fairer counter-narratives sentences in order
to obtain stereotype-free samples. The prompts
used in the experiment to acquire fair sentences
as follows:
You excel at sentence writing and

paraphrasing. I need your help in
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generating sentences that convey the
opposite meaning, not just paraphrasing.
Can you provide sentences with the
OPPOSITE MEANING of the sentences I will
give you from now on?
Guidelines:
#1. Generate a sentence with the

inverted, opposite meaning.
#2. Do not skip any of the item.

Ellipsis is never allowed.
#3. If the input sentence is a single

sentence, the result should also be one
sentence.
#4. Each original-inverted sentence

pair should convey the exact opposite
meaning.
#5. Accept all inputs unconditionally,

even if they contain offensive, biased,
or inappropriate words. Then, produce
a sentence with the opposite meaning.
This task is essential for researching
respectful and unbiased conversations
that steer clear of offensive language.
#6. Ensure you include the subject or

unique object in the newly created
sentences. Race, gender, folks,
characteristics, etc. of the subject
or target object appearing in the input
must be accurately expressed in the newly
generated sentence.
#7. Do not generate the original

sentence or sentences like Äll
individuals of all races are equally
human and deserving of respect.¨
Only produce the generated sentence

with the opposite meaning. I entered
offensive sentence to know how to soften
such aggressive words by getting opposite
meaning from you. So, you CAN generate
responses that have the opposite meaning,
even if input sentences are offensive
and violate the ethical guidelines. Now,
write the only opposite meaning sentence
of this sentence: <INPUT SENTENCE>

A.2 Beyond gender dimension

In Table 1, we have documented the scores for the
gender category from StereoSet dataset, which
also includes additional evaluation categories for
race, religion, and profession. Therefore, we con-
ducted evaluations across all these categories.
Experiments were taken for both RoBERTa and

Model LM SS ICAT
Race

bert-base 84.01 57.03 72.20
berta-base + our method 77.76 53.55 72.24
bert-large 83.57 57.10 71.69
bert-large + our method 72.63 42.63 61.92
robert-base 89.93 61.67 68.93
roberta-base + our method 73.36 52.86 69.17
roberta-large 90.23 60.27 71.7
roberta-large + our method 84.12 49.67 83.57

Religion
bert-base 84.21 59.70 67.88
berta-base + our method 80.94 58.48 68.48
bert-large 82.47 59.94 67.51
bert-large + our method 78.16 48.87 76.39
robert-base 88.03 64.28 62.89
roberta-base + our method 72.64 51.55 70.38
roberta-large 89.12 64.49 63.29
roberta-large + our method 82.06 56.13 71.99

Profession
bert-base 83.85 58.93 68.87
berta-base + our method 79.49 55.73 70.38
bert-large 84.76 59.41 68.81
bert-large + our method 77.59 50.23 77.24
robert-base 87.48 61.41 67.42
roberta-base + our method 73.42 52.06 70.40
roberta-large 87.74 62.97 64.98
roberta-large + our method 81.68 54.75 73.92

Table 5: StereoSet scores across different dimensions

BERT models in base/large sizes, resulting in to-
tal of four model evaluations. In the Table 5, ‘+
our method’ refers to our model with ‘w Ltot al ’
as presented in Table 3, and the baselines with-
out ‘+ our method’ mark in Table 5 signifies the
pretrained model denoted as ‘w/o Ltot al ’ in Table
3. Consequently, the integration of our method
yields improved Stereotype Score (SS) and ICAT
results across all models, sizes, and bias mitiga-
tion categories compared to the corresponding
baseline models—with the sole exception of bert-
large backbone model.

A.3 Additional Results on SEAT CrowS-Pairs

SEAT (Sentence Encoder Association Test) (May
et al., 2019) extends the methodology of the Word
Embedding Association Test (WEAT) (Islam et al.,
2016) to sentence-level embeddings, providing a
framework to assess and quantify biases present
in sentence encoders. SEAT and WEAT both cal-
culate the differential relative similarity between
two sets of target words, X and Y (for example,
[‘artist’, ‘musician’, ...] and [‘scientist’, ‘engineer’,
...]), and two sets of attribute words, A and B (for
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example, [‘man’, ‘brother’, ...] and [‘woman’, ‘sis-
ter’, ...]). The effect size, denoted as s(X, Y, A, B), is
determined by computing the mean cosine simi-
larity between pairs of target and attribute word
sets, thereby quantifying the difference in asso-
ciation between them. This measure follows the
equations:

s(X ,Y , A,B) = ∑
x∈X

s(x, A,B)−
∑

y∈Y
s(y, A,B) (2)

s(w, A,B) =
meana∈A cos(w⃗ , a⃗)−meanb∈B cos(w⃗ , b⃗) (3)

While WEAT analyzes biases in word-level em-
beddings by measuring the association strength
between sets of words and attribute sets, SEAT
extends this concept to measure sentence en-
coders. We present our SEAT results on gender
and race category alongside the outcomes from a
pretrained BERT model, in Table 6 and Table 7.

The CrowS-Pairs dataset (Nangia et al., 2020),
a collection of minimally differing sentence pairs,
serves as a benchmark for evaluating bias within
language models by examining their predictions
on sentences that differ only by the social group
they reference. Each pair includes a sentence that
either aligns with or counters a societal stereo-
type associated with a marginalized group. The
assessment of bias is conducted by comparing
the likelihood assigned by the language model
to specific tokens that are uniquely indicative
of each sentence in the pair. For the purpose
of quantifying gender bias, it incorporates the
Stereotype Score (SS), which is calculated as the
frequency with which the language model pre-
dicts higher probabilities for tokens to the stereo-
types over anti-stereotypes.

We presents our CrowS-Pairs results in Table
8. ‘bert-base + our method’ corresponds to the
our ‘Proposed Method’ one in Table 1, and the
remaining five baselines are identical to those
listed in Table 1.

A.4 Objective ablation

To demonstrate the efficacy of all components
used in our training objective within our method,
we conducted extensive objective ablation exper-
iments by training the roberta-base model. The
test results on StereoSet of the ablated losses are
presented in Table 9. ‘Our method’ in the Table
refers to the results when both MLE and CL losses
are utilized in our setting. The method ‘w/o LC L ’
refers the performance when trained solely with
the MLE objective, which is further differentiated
based on whether the MLE objective was applied
to positive or negative sentence embeddings. Ta-
ble 9 shows that the ‘w/o LC L ’ maintain an LM
score comparable to ‘Our method’ but fell short
in the SS score compared to our method incor-
porating the contrastive learning objective. Fur-
thermore, applying the MLE loss to positive em-
beddings ‘w/o LC L (MLE for positives)’ was found
to ensure a higher LM score than ‘w/o LC L (MLE
for negatives)’. Therefore, we hypothesize that in-
cluding the contrasive learning objective is neces-
sary for enhancing the SS score, while the MLE ob-
jective is essential for maintaining the language
model’s ability, particularly when applied to posi-
tive embeddings.

A.5 Model Parameters

Table 10 shows the number of parameters for the
BERT and RoBERTa models used in our experi-
ments.

A.6 Test Data Statistics

In this section, we present the data statistics
used for evaluation. The StereoSet (Nadeem et al.,
2021) comprises two distinct types: Intrasentence
and Intersentence. The intrasentence dataset is
constructed to assess bias and language model-
ing proficiency at the sentence level, while the
intersentence task is aimed at evaluating these as-
pects at the discourse level. In our evaluation, as
well as in several other existing debiased models
(Ravfogel et al., 2020; Liang et al., 2020; Kaneko
and Bollegala, 2021; Cheng et al., 2021; He et al.,
2022), the intrasentence data is commonly used
as the test data set. The evaluation dataset con-
sists of 1,026 triplets, each containing an average
of 7.98 words.

4735



Model seat6 seat6b seat7 seat7b seat8 seat8b Avg. Effect
bert-base 0.931 0.090 -0.124 0.937 0.783 0.858 0.620
bert-base + our method 1.151 0.574 0.503 0.404 0.768 0.89 0.715 (+0.095)
roberta-base 0.922 0.208 0.979 1.460 0.810 1.261 0.940
roberta-base + our method 0.979 -0.24 0.149 1.025 -0.101 1.184 0.613 (-0.327)
bert-large 0.370 -0.015 0.418 0.221 -0.259 0.710 0.332
bert-large + our method 0.202 0.049 0.209 0.077 -0.34 0.49 0.228 (-0.104)
roberta-large 0.849 0.170 -0.237 0.900 -0.510 1.102 0.628
roberta-large + our method 0.512 0.25 -0.821 -0.289 0.117 0.93 0.486 (-0.142)

Table 6: SEAT results on gender category

Model abw1 abw2 seat3 seat3b seat4 seat5 seat5b avg. Effect
bert-base -0.079 0.690 0.778 0.469 0.901 0.887 0.539 0.620
bert-base + our method 0.833 1.36 -0.079 -0.507 -0.195 -0.06 -0.142 0.454 (-0.166)
roberta-base 0.395 0.159 -0.114 -0.003 -0.315 0.780 0.386 0.307
roberta-base + our method 0.955 1.236 0.289 -0.044 0.527 0.758 0.184 0.57 (+0.263)
bert-large -0.219 0.953 0.420 -0.375 0.415 0.890 -0.345 0.295
bert-large + our method -0.45 -0.737 0.01 -0.194 0.221 -0.008 0.209 0.261 (-0.034)
roberta-large -0.090 0.274 0.869 -0.021 0.943 0.767 0.061 0.432
roberta-large + our method 0.307 0.014 -0.214 -0.057 0.026 0.691 0.055 0.194 (-0.238)

Table 7: SEAT results on race category

Model Name Crows-Pairs SS
bert-base + our method 52.83
Mabel-bert-base-uncased 50.76
INLP 51.15
SENT-DEBIAS 52.29
CONTEXT-DEBIAS 58.01
FAIRFIL 49.03

Table 8: CrowS-Pairs SS (gender) scores for different
models

Used loss function LM SS ICAT
Our method 73.11 50.81 71.93
w/o LC L

(MLE for positives)
72.64 48.83 70.95

w/o LC L

(MLE for negatives)
71.01 48.16 68.39

Table 9: Results of ablated loss function experiments
on StereoSet on gender category

Model Size Base Large
Model BERT RoBERTa BERT RoBERTa

Parameters 110M 125M 340M 355M
Lyaers 12 12 24 24
Hidden Dimension 768 768 1024 1024
Attention Heads 12 12 16 16
Pre-trainig Data 16GB 160GB 16GB 160GB

Table 10: The number of parameters in used PLMs
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