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Abstract

Binary code analysis is indispensable for a variety of software security tasks. Applying deep learning to binary code analysis has drawn great attention because of its notable performance. Today, source code is frequently compiled for various Instruction Set Architectures (ISAs). It is thus critical to expand binary analysis capabilities to multiple ISAs. Given a binary analysis task, the scale of available data on different ISAs varies. As a result, the rich datasets (e.g., malware) for certain ISAs, such as x86, lead to a disproportionate focus on these ISAs and a negligence of other ISAs, such as PowerPC, which suffer from the "data scarcity" problem. To address the problem, we propose to learn cross-architecture instruction embeddings (CAIE), where semantically-similar instructions, regardless of their ISAs, have close embeddings in a shared space. Consequently, we can transfer a model trained on a data-rich ISA to another ISA with less available data. We consider four ISAs (x86, ARM, MIPS, and PowerPC) and conduct both intrinsic and extrinsic evaluations (including malware detection and function similarity comparison). The results demonstrate the effectiveness of our approach to generate high-quality CAIE with good transferability.

1 Introduction

Binary code analysis, which allows one to analyze binary code without access to the corresponding source code, plays a critical role in a wide range of different tasks, including code plagiarism detection (Luo et al., 2014; Jhi et al., 2015), malware classification (Zhang et al., 2014; Sebastio et al., 2020), function similarity detection (Li et al., 2022; Ding et al., 2019), and vulnerability discovery (Pewny et al., 2015; Eschweiler et al., 2016).

Today, software is frequently cross-compiled for various Instruction Set Architectures (ISAs). For example, hardware vendors often use the same code base to compile firmware for different devices that operate on varying ISAs (e.g., x86 and ARM), which causes a single vulnerability at source-code level to spread across binaries of diverse devices. As a result, cross-architecture binary code analysis has become an emerging problem that draws great attention (Pewny et al., 2015; Feng et al., 2016; Xu et al., 2017; Zuo et al., 2019). Analysis of binaries across ISAs, however, is non-trivial: such binaries differ greatly in instruction sets, calling conventions, general- and special-purpose CPU register usages, memory addressing modes, and more.

Recently, we have witnessed a surge of research efforts that leverage deep learning to tackle various binary code analysis tasks. Deep learning has demonstrated its strengths on code analysis, and shown noticeably better performances over traditional program analysis-based methods in terms of both accuracy and scalability. However, training a deep learning model usually requires massive amount of data. As a result, most deep learning-based binary analysis models have been dedicated to a high-resource ISA, such as x86, where large-scale labeled datasets exist for training their models. But for many other ISAs, such as PowerPC, there are few or even no labeled dataset, resulting in a negligence focus on those low-resource ISA. Moreover, it is labor intensive and time-consuming to collect data samples and manually label them to build datasets for such low-resource ISAs.

Our Approach. A binary, after being disassembled, is expressed in an assembly language. Given this insight, InnerEye (Zuo et al., 2019) proposed to adapt deep learning techniques developed for natural language processing (NLP) to binary code analysis. Since then a surge of NLP-inspired binary analysis approaches have been proposed (Li et al., 2022, 2023; Zan et al., 2022; Chen et al., 2021; Redmond et al., 2019; Duan et al., 2020). In many NLP tasks, words are often converted
into word embeddings, which capture the semantic meaning of words, to facilitate further processing (Mikolov et al., 2013a; Wieting et al., 2015; Tang et al., 2014). To analyze binary code, we regard instructions as words and basic blocks as sentences.

Inspired by cross-lingual word embeddings in NLP (Mikolov et al., 2013b), we propose a novel approach to tackle the challenge of data scarcity in binary code analysis. Our approach learns cross-architecture instruction embeddings (CAIE), where semantically-similar instructions, regardless of their ISAs, have close embeddings in a shared space. Equipped with such a shared space, given a binary analysis task, we can transfer a model trained on a data-rich ISA to another ISA with less available data.

- We have implemented a supervised model for learning CAIE and conducted both intrinsic and extrinsic evaluations on four ISAs: x86, ARM, MIPS and PPC. The results demonstrate the effectiveness of our approach.

- NLP-inspired binary code analysis is a promising research direction, but not all NLP techniques are applicable to binary code analysis. Thus, studies like ours that identify and examine effective NLP techniques for binary code analysis are valuable in advancing exploration along this direction. Our evaluation shows how the adaptation works and why it is useful through two critical binary analysis tasks.

- We release the source code, datasets, trained models, and learned CAIE to facilitate the follow-up research in this direction.

2 Related Work

2.1 Traditional Code Analysis

Mono-architecture. Most traditional approaches work on a single ISA. Some analyze source code (Kamiya et al., 2002; Wang and Luo, 2022; Luo and Zeng, 2016). Others analyze binary code (Luo, 2020; Zeng et al., 2019b; Luo et al., 2019a; Zeng et al., 2019a, 2018; Luo et al., 2016), e.g., using symbolic execution (Luo et al., 2014, 2021, 2017), but are expensive, and inapplicable for large codebases. Dynamic approaches include API birthmark (Tamada et al., 2004; Chae et al., 2013), system call birthmark (Wang et al., 2009), and instruction birthmark (Tian et al., 2013; Park et al., 2008). Extending them to other ISAs would be hard. Plus, code coverage is another challenge.

Cross-architecture. Recent works have applied traditional approaches to the cross-architecture scenario (Pewny et al., 2015; Eschweiler et al., 2016; Chandramohan et al., 2016; Feng et al., 2017;
Multi-MH and Multi-k-MH (Pewny et al., 2015) are the first two for comparing functions in different ISAs, but their fuzzing-based basic-block similarity comparison and graph (i.e., CFG) matching algorithms are expensive. discoRE (Eschweiler et al., 2016) uses pre-filtering to boost the matching process, but is unreliable and has many false negatives. Esh (David et al., 2016) compares basic blocks using a SMT solver, which is unscaleable.

2.2 Machine/Deep Learning-based Analysis

Mono-architecture. Recent research has applied machine/deep learning to code analysis (Li et al., 2022; Ahmad et al., 2020; Allamanis et al., 2016; Wei et al., 2019; Hu et al., 2018; Shido et al., 2019; Chen et al., 2021; Nguyen et al., 2017; Van Nguyen et al., 2017; Ahmad and Luo, 2023; Han et al., 2017). Asm2Vec (Ding et al., 2019) considers functions as documents and uses a PV-DM model to generate function embeddings. PalmTree (Li et al., 2021) generates token embeddings based on BERT (Devlin et al., 2018). However, these works only focus on a single ISA.

Cross-architecture. Most existing models are trained and tested on a pair of ISAs and the training needs the task-specific data for each ISA of a given pair (Feng et al., 2016; Xu et al., 2017; Chandramohan et al., 2016; Zuo et al., 2019; Massarelli et al., 2019). InnerEye (Zuo et al., 2019) adopts Neural Machine Translation techniques to measure the similarity of binary code across ISAs. VulHawk (Luo et al., 2023) lifts binary code into IR and uses NLP techniques to generate function embeddings. These approaches require the task-specific data for each ISA, and cannot resolve the data scarcity problem. Our approach differs significantly from them: we aim at model reuse, that is, transferring a model trained on one ISA to another, thereby eliminating the need for data from another ISA, especially for low-resource ISAs.

The Most Related Work. To the best of our knowledge, UniMap (Wang et al., 2023) is the only work that shares the same goal as ours: focusing on learning cross-architecture instruction embeddings (CAIE) to tackle the data scarcity issue. Their approach relies on unsupervised learning, eliminating the requirement for parallel data. However, in the context of binary code analysis, due to the prevalence of cross-compilation, obtaining cross-architecture signals is not challenging compared to that in NLP when seeking cross-lingual signals (see Section 4.1). Moreover, in NLP, studies have shown that cross-lingual word embeddings, learned through supervised learning, have superior transferability compared to those learned by unsupervised learning (Upadhyay et al., 2016; Ruder et al., 2019). Based on these, our approach takes a different direction by designing a supervised model for learning CAIE. The evaluation results demonstrate that our supervised learning-based CAIE exhibit superior quality and enhanced transferability when compared to the most related work.

3 Background and Motivation

3.1 Control Flow Graph and Basic Block

A control flow graph (CFG) is the graphical representation of control flow or computation during the execution of programs or applications. A CFG is a directed graph in which each node represents a basic block and each edge represents the flow of control between basic blocks.

A basic block is a sequence of consecutive statements in which flow of control enters at the beginning and leaves at the end without halt or branching except at the end. Figure 1 shows an example of a piece of source code and its CFG, where each node is a basic block. Similarly, we can generate the CFG for a piece of binary code. We here use the source code as an example for simplicity.

3.2 Motivation

Let us consider the malware detection task as an example. Recently, applying deep learning to detect malware has garnered significant attention due to its remarkable performance capabilities. However, training a deep learning model usually requires a large amount of data. As a result, the rich datasets (e.g., malware) for certain ISAs, such as x86, lead to a disproportionate focus on these ISAs and a negligence of other ISAs, such as PowerPC, which suffer from the “data scarcity” problem (i.e., few
or even no labeled datasets exist). Moreover, it is labor-intensive and time-consuming to collect data samples and manually label them to build datasets for such low-resource ISAs. Dealing with the data scarcity issue is an unresolved challenge.

With some ISAs, like x86, being widely used, it becomes more feasible to collect sufficient data for these ISAs. Thus, it would be a great advantage if the abundance of training data for widely-used ISAs could facilitate the automated analysis of binaries in other ISAs where such data is scarce. For example, suppose a large training dataset exists for ISA X, but we need to analyze a binary b in ISA Y, for which the available training data is insufficient. As a result, it is difficult to train a model on Y for analyzing b. To address this issue, our idea is to transfer knowledge from ISA X to Y, such that we can train a model on X and transfer the trained model to perform prediction on b in Y.

To achieve this objective, it is essential to address the syntactic variations among different ISAs. Drawn inspiration from cross-lingual word embeddings in NLP, we propose to learn cross-architecture instruction embeddings (CAIE), where semantically-similar instructions, regardless of their ISAs, have close embeddings in a shared space. Equipped with such a shared space, we can transfer knowledge from one ISA to another, especially in low-resource scenarios. As a result, we can train a model using only the data in a high-resource ISA, and transfer it to a low-resource ISA.

### 3.3 Why not IR?

Intermediate representation (IR) can be used to represent code of different ISAs. For example, VEX IR is an architecture-agnostic and side-effect-free representation that can represent instruction sets of different ISAs in a uniform style. Thus, this raises the question of whether IR can serve as the bridge for achieving model reuse.

After conducting thorough investigations and experiments, we found that: given two binaries with different ISAs that are compiled from the same piece of source code, after we lift them into a common IR, the resulting IR code differs greatly. Specifically, the lengths and types of the IR statements can vary significantly from one another. Figure 2 in shows an example, where the source code is highlighted in blue at the top and the corresponding assembly code and VEX IR in x86 and MIPS are shown below. In VEX IR, the IMark statement indicates the address and length of its correspond-

**Figure 2:** A example of C source code (highlighted in blue) and the corresponding assembly code and VEX IR code in different ISAs.
4 Model Design

In contrast to the challenges faced in NLP, where obtaining cross-lingual signals can be a difficult task, acquiring cross-architecture signals for binary analysis across ISAs is straightforward (Section 4.1). Moreover, studies have shown that supervised methods typically exhibit superior performance compared to unsupervised ones (Upadhyay et al., 2016; Ruder et al., 2019). We thus design a supervised model, called CrossIns2Vec, to learn cross-architecture instruction embeddings (CAIE). Figure 3 shows the model architecture. As we consider instructions as words and basic blocks as sentences, the input is a pair of semantically-equivalent basic blocks, $B_1$ and $B_2$, in different ISAs. Initially, each instruction is assigned a random vector. During the joint learning process, CrossIns2Vec effectively learns CAIE for each instruction. Below we present the detailed process.

4.1 Collecting Semantically-Equivalent Basic Block Pairs

We first need to collect the semantically-equivalent basic block pairs from different ISAs. We consider basic blocks of different ISAs that are compiled from the same piece of source code as semantically-equivalent. To determine the ground truth regarding the similarity of basic blocks, we rely on the source code line number. Specifically, if two basic blocks from different ISAs have the same starting and end source code line numbers, they are considered to be semantically-equivalent.

To this end, we first collect the source code of various programs and compile each one for different ISAs by cross-compilation. This process proves to be both convenient and feasible for handling various ISAs, thanks to the availability of tools such as QEMU (QEMU, 2023) and LLVM (LLVM, 2023). Consequently, the task of acquiring cross-architecture signals across ISAs poses no significant challenge in binary code analysis.

During the cross-compilation process, we include the “-g” compiling option. This ensures that the compiled binary file contains the DWARF debug information, including valuable details like the source code line number for each assembly instruction. After getting the binaries, we use IDA Pro (IDA, 2023) to disassemble each binary and generate control flow graphs (CFGs), where each node represents a basic block. During disassembly, we take advantage of IDA disassembly options, which can display the source code line number for each basic block. By leveraging these line numbers, we can identify semantically-equivalent basic block pairs. Specifically, for each basic block in one ISA, we search for its counterpart in another ISA if they have the same starting and end source code line number, indicating that they are compiled from the same piece of source code.

4.2 Learning Cross-architecture Instruction Embeddings

Our goal is to learn CAIE, where semantically-similar instructions, regardless of their ISAs, have embeddings that are close in a shared space.

In NLP, if a trained model is used to convert a word that has never appeared during training, the word is called an out-of-vocabulary (OOV) word and the embedding generation for them will fail. To mitigate the OOV issue, similar to Un1Map (Wang et al., 2023), we normalize instructions by applying the following rules: (C1) replacing number constants with 0, while preserving minus signs; (C2) replacing string literals with <STR>; and (C3) replacing function names with <FOO>; (C4) other symbols are replaced with <TAG>.

Drawing inspiration from Bi-SENT2VEC (Sabet et al., 2019) in NLP, we design our model to learn CAIE based on two objectives: (1) mono-architecture objective: similar instructions in the same ISA are assigned close embeddings; (2) cross-architecture objective: similar instructions across different ISAs are assigned close embeddings.

Mono-Architecture Objective. The training objective is to predict a masked instruction $e_t$ in a basic block $B$ using the representation of the rest instructions in $B$, denoted as $v_{B \setminus \{e_t\}}$. We use logistic loss $l : x \rightarrow \log(1 + e^{-x})$ in conjunction with negative sampling to formulate the training objective. The training objective is computed as:

$$
\min \sum_{B \in C} \sum_{e_t \in B} (l(u^T_{e_t} v_{B \setminus \{e_t\}})) + \sum_{e \in N_{e_t}} l(-u^T_{e_t} v_{B \setminus \{e_t\}}))
$$

where $e_t$ the masked instruction in $B$, and $N_{e_t}$ the set of words sampled negatively for the masked instruction $e_t$. The set of negative instructions $N_{e_t}$ are sampled following a multinomial distribution where each instruction $e$ is associated with a probability: $p = \sqrt{f_e} / \sum_{e_t \in C} \sqrt{f_{e_t}}$, where $f_e$ is the normalized frequency of $e$ in the corpus.

Cross-Architecture Objective. To capture semantic relations of instructions across ISAs, we include
a cross-architecture training objective, where given two semantically-equivalent basic blocks  
\((B_1, B_2)\), a masked instruction  
\(e_t\) in  
\(B_1\) is predicted using all instructions in  
\(B_2\), denoted as  
\(v_{B_2}\). The training objective is computed as:

\[
\min \sum_{(B_1, B_2) \in C} \sum_{e_t \in B_1} (l(u_{e_t}^T v_{B_1 \setminus \{e_t\}}) + \sum_{e' \in N_{e_t}} l(-u_{e_t}^T v_{B_1 \setminus \{e_t\}})) + l(u_{e_t}^T v_{B_2}) + \sum_{e' \in N_{e_t}} l(-u_{e_t}^T v_{B_2})
\]

where  
\(e_t\) is the masked instruction in  
\(B_1\), and  
\(N_{e_t}\) is the set of words sampled negatively for  
\(e_t \in B_1\), following the same strategy as Equation 1.

**Model Final Objective.** By combining the mono-architecture and cross-architecture objectives, the objective function of our model is formulated as:

\[
\min \sum_{e_t \in B_1} \sum_{e' \in B_2} l(u_{e_t}^T v_{B_2}) + \sum_{e' \in N_{e_t}} l(-u_{e_t}^T v_{B_2}) + \sum_{e' \in N_{e_t}} l(-u_{e_t}^T v_{B_2})
\]

\[
\text{Model Final Objective} = \frac{1}{\text{Mono-architecture loss}} + \text{Cross-architecture loss}
\]

In summary, for a masked instruction  
\(e_t\) in  
\(B_1\), we use the rest instructions in  
\(B_1\) as well as all the instructions in  
\(B_2\) to predict  
\(e_t\) and vice-versa, as shown in Figure 3. In this example, the masked instruction  
\(e_t\) is  
\(\text{cmp eax, 0x2} \) in  
\(B_1\). For the mono-architecture objective, we use the rest instructions in  
\(B_1\) (colored in grey) to predict  
\(e_t\). For the cross-architecture objective, we use all instructions in  
\(B_2\) (colored in blue) to predict  
\(e_t\). By combining the two objectives, we train  
CrossIns2Vec to learn CAIE, such that similar instructions, regardless of their ISAs, tend to have close embeddings in a shared vector space.

### 5 Evaluation

We evaluate our model in terms of the quality and transferability of CAIE. We have two questions:

**Q1** Quality: how well can CAIE tolerate architectural differences and capture code semantics across ISAs?

**Q2** Transferability: whether CAIE can transfer knowledge from one ISA to another? To answer **Q1**, we conduct the intrinsic evaluation, including the instruction similarity task. To answer **Q2**, we conduct the extrinsic evaluation, including two critical binary analysis tasks: function similarity comparison and malware detection.

### 5.1 Experimental Settings

**Building Datasets for Learning CAIE.** We consider four ISAs: x86, ARM, MIPS, and PowerPC (PPC). We consider x86 as the high-resource ISA, and the other ISAs as the low-resource ISAs.\(^2\) We first collect various programs, including OpenSSL-1.1.1, Binutils-2.34, Curl-7.87, Findutils-4.8.0, gmp-6.2.0, Libgpg-error-1.45, and Zlib-1.2.11. These programs are widely used in prior NLP-based binary code analysis works (Luo et al., 2023; Ding et al., 2019; Marcelli et al., 2022; Massarelli et al., 2019; Li et al., 2021). For each program, we compile it on the four ISAs using different optimization levels (O0-O3).

Given a pair of ISAs (one is x86 and another a low-resource ISA), we build the dataset comprising semantically-equivalent basic block pairs for learning CAIE (the details of how to collect such pairs are discussed in Section 4.1). Through this, we have three datasets:  
\(D_{x86+ARM}\) contains 2,058,484 semantically-equivalent basic block pairs between x86 and ARM;  
\(D_{x86+MIPS}\) contains 2,121,125 semantically-equivalent basic block pairs between x86 and MIPS; and  
\(D_{x86+PPC}\) contains 2,189,139 semantically-equivalent basic block pairs between x86 and PPC.

Subsequently, we use each of the three datasets to train  
CrossIns2Vec to learn CAIE for the instructions across the respective pair of ISAs.

Note that in our evaluation, the datasets used for learning CAIE have no overlap with the testing datasets used in the downstream tasks, the details

---

\(^2\)We are aware that ARM does not have the data scarcity issue. Given its importance, our evaluation involves ARM.
of which are introduced in Sections 5.3 and 5.4.

**Baseline Method.** To the best of our knowledge, UniMap (Wang et al., 2023) is the only work that shares the same goal as ours: focusing on learning CAIE to tackle the data scarcity issue. We thus consider it as the baseline method. UniMap employs an unsupervised learning approach, while our approach relies on supervised learning. As we discussed in Section 2.2, in the context of binary code analysis, obtaining cross-architecture signals is not challenging due to the prevalence of cross-compilation. Although the collection of parallel data demands increased engineering efforts, the additional efforts prove their worth if the learned CAIE exhibits superior transferability.

All the experiments were conducted on a computer with a 64-bit 2.50 GHz Intel Core (TM) i7 CPU, a Nvidia GeForce RTX 3080, 64 GB RAM, and 2 TB HD.

### 5.2 Instruction Similarity Task

This task is to evaluate whether CAIE can tolerate the syntactic differences and capture the semantic information of instructions across ISAs. To evaluate this, we measure whether two semantically-similar instructions, regardless of their ISAs, have close embeddings. Unlike word embeddings, which have many existing corpora for evaluation, we do not have such data. We thus create the datasets ourselves, which contain manually-labeled instruction pairs. We rely on the assembly language references (x86, 2023; ARM, 2023; MIPS, 2023; PowerPC, 2023) to create our datasets.

Similar to UniMap, we categorize instructions into 6 categories, including data transfer, arithmetic, logical, shift/rotate, bit/byte, and control transfer. Note that this categorization serves the purpose for conducting the instruction similarity task. Thus, when preparing the datasets, we encompass instructions from all categories that are shared across the four ISAs (x86, ARM, MIPS, and PPC). For each category, we randomly select 40 x86 instructions. For each selected x86 instruction, we find their corresponding similar instructions from the other three ISAs based on whether their op-codes share similar semantics (i.e., performing the same operation). Finally, we create three datasets: $D_1$ contains 240 similar and 240 dissimilar pairs of x86↔ARM instructions; $D_2$ contains the same number of pairs of x86↔MIPS instructions; and $D_3$ contains the same number of pairs of x86↔PPC instructions. Given a pair of instructions, we calculate the cosine similarity of their CAIE to measure their similarity. For $D_1$, $D_2$, and $D_3$, we achieve AUC = 0.78, 0.73, and 0.74, respectively.

**Comparison with Baseline Method.** To compare with the baseline UniMap, we use the same datasets created by UniMap, which contain 120 similar and 120 dissimilar pairs of x86↔ARM instructions, as well as the same number of similar and dissimilar pairs of x86↔MIPS and x86↔PPC instructions. We achieve higher AUCs of 0.79, 0.71, 0.72 for x86↔ARM, x86↔MIPS, and x86↔PPC, respectively, while the prior work yields 0.76, 0.66, and 0.68. Thus, our model exhibits better capabilities of learning CAIE that excel in capturing the semantic relations among various ISAs.

**Nearest Neighbor Instructions.** We next examine, for a given x86 instruction, its top-$K$ similar instructions in the other ISAs. We first select eight high-frequency x86 instructions from all the six categories. For each x86 instruction, we search for the top-two similar instructions in ARM, MIPS, and PPC, respectively, based on the cosine similarity of their CAIE. The results are shown in Table 1. We can see that for a given x86 instruction, its top-two similar instructions in the other ISAs share similar semantics, as predicted. For example, for the x86 instruction ADC RDX, R11, we find the relevant ARM instructions ADC R11, R3 and ADDS R10, R6, R11. MIPS instructions ADDU R6, R3, R4 and ADDU R2, R3, R16, and PPC instruction ADDE R23, R8, R10 and ADDC R7, R7, R28, where all of them add the values in two operands and store the result back in the destination operand.

### 5.3 Function Similarity Detection Task

The extrinsic evaluation is to evaluate the transferability of CAIE. We conduct two binary analysis tasks: function similarity detection and malware detection. This section presents the result of the first task. For each task, we train a model using the task-specific data on x86, and transfer the trained model on another ISA (e.g., ARM, MIPS, and PPC).

**FuncGnn Model.** FuncGNN (Nair et al., 2020) is a graph neural network trained on labeled control flow graph (CFG) pairs to measure the function similarity. To evaluate the transferability of CAIE, we modify the input layer of FuncGNN to encode each instruction as its CAIE. We then train FuncGNN
Table 1: Nearest neighbor instructions cross-architecturally as measured by cosine similarity of CAIE. The top two similar ARM, MIPS, and PPC are shown for each of the eight x86 instructions randomly selected from the six categories of instructions.

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Score</th>
<th>Instruction</th>
<th>Score</th>
<th>Instruction</th>
<th>Score</th>
<th>Instruction</th>
<th>Score</th>
<th>Instruction</th>
<th>Score</th>
<th>Instruction</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOVR15D,[R8+0]</td>
<td>0.59</td>
<td>ADC RDX,R11</td>
<td>0.80</td>
<td>ASR R3,R5</td>
<td>0.69</td>
<td>ADD R9,SP,0</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVNE R9,R3</td>
<td>0.58</td>
<td>ADDS R10,R6,R11</td>
<td>0.80</td>
<td>ASRS R3,R5</td>
<td>0.64</td>
<td>MOV R8,SP</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVLT R0,R4</td>
<td>0.56</td>
<td>ADDU R6,R3,R4</td>
<td>0.59</td>
<td>SRAV R3,R4</td>
<td>0.61</td>
<td>ADDIU R9,R29,0</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVE R15,R16</td>
<td>0.55</td>
<td>ADDU R2,R3,R16</td>
<td>0.52</td>
<td>SHR R17,R16,0</td>
<td>0.56</td>
<td>ADDIU R21,R29,0</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MR R21,R4</td>
<td>0.76</td>
<td>ADDE R23,R8,R10</td>
<td>0.78</td>
<td>SHAM R9,R8,R9</td>
<td>0.71</td>
<td>ADDI R25,R1,0</td>
<td>0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MR R23,R4</td>
<td>0.72</td>
<td>AND R7,R7,R28</td>
<td>0.78</td>
<td>SHAM R8,R21,R9</td>
<td>0.63</td>
<td>LWR R29,COFFP24</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AND EAX,EAX</td>
<td>0.69</td>
<td>XOR EAX,EAX</td>
<td>0.69</td>
<td>B DEF &lt;TAG&gt;</td>
<td>0.49</td>
<td>LSL R3,R3,LR</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AND R3,R5,R3</td>
<td>0.63</td>
<td>AND R3,R5,R3</td>
<td>0.51</td>
<td>B DEF &lt;TAG&gt;</td>
<td>0.49</td>
<td>LSL R3,R3,LR</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOV R15D,[R9+0]</td>
<td>0.59</td>
<td>ADD RDX,R11</td>
<td>0.80</td>
<td>ASR R3,R5</td>
<td>0.64</td>
<td>MOV R8,SP</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVNE R9,R3</td>
<td>0.58</td>
<td>ADDS R10,R6,R11</td>
<td>0.80</td>
<td>ASRS R3,R5</td>
<td>0.64</td>
<td>MOV R8,SP</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVLT R0,R4</td>
<td>0.56</td>
<td>ADDU R6,R3,R4</td>
<td>0.59</td>
<td>SRAV R3,R4</td>
<td>0.61</td>
<td>ADDIU R9,R29,0</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVE R15,R16</td>
<td>0.55</td>
<td>ADDU R2,R3,R16</td>
<td>0.52</td>
<td>SHR R17,R16,0</td>
<td>0.56</td>
<td>ADDIU R21,R29,0</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MR R21,R4</td>
<td>0.76</td>
<td>ADDE R23,R8,R10</td>
<td>0.78</td>
<td>SHAM R9,R8,R9</td>
<td>0.71</td>
<td>ADDI R25,R1,0</td>
<td>0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MR R23,R4</td>
<td>0.72</td>
<td>AND R7,R7,R28</td>
<td>0.78</td>
<td>SHAM R8,R21,R9</td>
<td>0.63</td>
<td>LWR R29,COFFP24</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AND EAX,EAX</td>
<td>0.69</td>
<td>XOR EAX,EAX</td>
<td>0.69</td>
<td>B DEF &lt;TAG&gt;</td>
<td>0.49</td>
<td>LSL R3,R3,LR</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AND R3,R5,R3</td>
<td>0.63</td>
<td>AND R3,R5,R3</td>
<td>0.51</td>
<td>B DEF &lt;TAG&gt;</td>
<td>0.49</td>
<td>LSL R3,R3,LR</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOV R15D,[R9+0]</td>
<td>0.59</td>
<td>ADD RDX,R11</td>
<td>0.80</td>
<td>ASR R3,R5</td>
<td>0.64</td>
<td>MOV R8,SP</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVNE R9,R3</td>
<td>0.58</td>
<td>ADDS R10,R6,R11</td>
<td>0.80</td>
<td>ASRS R3,R5</td>
<td>0.64</td>
<td>MOV R8,SP</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVLT R0,R4</td>
<td>0.56</td>
<td>ADDU R6,R3,R4</td>
<td>0.59</td>
<td>SRAV R3,R4</td>
<td>0.61</td>
<td>ADDIU R9,R29,0</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOVE R15,R16</td>
<td>0.55</td>
<td>ADDU R2,R3,R16</td>
<td>0.52</td>
<td>SHR R17,R16,0</td>
<td>0.56</td>
<td>ADDIU R21,R29,0</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MR R21,R4</td>
<td>0.76</td>
<td>ADDE R23,R8,R10</td>
<td>0.78</td>
<td>SHAM R9,R8,R9</td>
<td>0.71</td>
<td>ADDI R25,R1,0</td>
<td>0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MR R23,R4</td>
<td>0.72</td>
<td>AND R7,R7,R28</td>
<td>0.78</td>
<td>SHAM R8,R21,R9</td>
<td>0.63</td>
<td>LWR R29,COFFP24</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Results of function similarity detection task.

<table>
<thead>
<tr>
<th>Train</th>
<th>Test</th>
<th>CrossIns2Vec (Ours)</th>
<th>UniMap (Baseline)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>Prec.</td>
</tr>
<tr>
<td>ARM</td>
<td>x86</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>MIPS</td>
<td>x86</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>PPC</td>
<td>x86</td>
<td>0.98</td>
<td>0.93</td>
</tr>
</tbody>
</table>

on x86 and transfer the trained model to test data in ARM, MIPS, and PPC, respectively.

Task-Specific Datasets. We first build the task-specific training dataset on x86, containing 50,000 similar and 50,000 dissimilar x86 function pairs. We then build the testing datasets for ARM, MIPS and PPC, each containing 5,000 similar and 5,000 dissimilar function pairs in the corresponding ISA. To ensure no overlap between the training and testing datasets, we select different programs to build them: (1) OpenSSL-1.1.1, Binutils-2.34, Curl-7.87, Findutils-4.8.0, gmp-6.2.0, Libgpg-error-1.45, and Zlib-1.2.11 are used to build the training dataset; (2) Coreutils-9.0 and Diffutils-3.7 are used to build the testing datasets.

Following the dataset building method in InnerEye (Zuo et al., 2019), we consider two functions similar if they are compiled from the same piece of source code, and dissimilar if their source code is different. Each program is compiled using four optimization levels (O0-O3). For a given piece of source code, by applying different optimization levels, we can find six similar pairs. Then, the similar and dissimilar function pairs in the training and testing datasets are evenly divided among the six possible pairs of optimization levels.

Results. Table 2 shows the performance results, including AUC, precision, and recall. We can observe that when the model trained on x86 is transferred to ARM, MIPS, and PPC, it achieves AUC values of 0.99, 0.99, and 0.98, respectively. The results show that the model achieves exceptional performance when transferred from x86 to the other ISAs, demonstrating the superior transferability of CAIE.

Comparison with Baseline Method. To compare with the baseline UniMap, we first modify the input layer of FuncGNN, such that the CAIE generated by UniMap are used to encode each instruction. We then use the same training dataset to train FuncGNN on x86. Finally, we transfer the trained model to perform testing on ARM, MIPS, and PPC, respectively. The testing datasets are the same as those used for evaluating the transferability of CAIE generated by CrossIns2Vec.

The results are shown in Table 2. We observe that when the model trained on x86 is transferred to ARM, MIPS, and PPC, it achieves lower AUC/precision/recall values than those obtained when employing the CAIE generated by our model CrossIns2Vec. This demonstrates that the CAIE learned by CrossIns2Vec exhibits better transferability compared to UniMap.

5.4 Malware Detection Task

LSTM Model. We use the Long Short Term Memory (LSTM) model (HaddadPajouh et al., 2018) to detect malware. We modify the input layer of LSTM to encode each instruction as its corresponding CAIE. We then train LSTM on x86 and transfer the model to ARM, MIPS, and PPC.

Task-Specific Datasets. We first collect malware samples from VirusShare.com (virusShare, 2023), and then deduplicate the collected samples to eliminate...
Table 3: Results of malware detection task.

<table>
<thead>
<tr>
<th>Train</th>
<th>Test</th>
<th>CrossIns2Vec (Ours)</th>
<th>UniMap (Baseline)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>Prec.</td>
</tr>
<tr>
<td>x86</td>
<td>ARM</td>
<td>0.94</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>MIPS</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>PPC</td>
<td>0.95</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 4: Performance changes as the training dataset size varies. The testing dataset remains the same. (M and B stands for malware and benign, respectively.)

<table>
<thead>
<tr>
<th>Train</th>
<th>Training Size</th>
<th>Test</th>
<th>Testing Size</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPC</td>
<td>300(M) + 300(B)</td>
<td>PPC</td>
<td>200(M) + 200(B)</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>600(M) + 600(B)</td>
<td>PPC</td>
<td>200(M) + 200(B)</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>900(M) + 900(B)</td>
<td>PPC</td>
<td>200(M) + 200(B)</td>
<td>0.90</td>
</tr>
<tr>
<td>x86</td>
<td>2000(M) + 2000(B)</td>
<td>PPC</td>
<td>200(M) + 200(B)</td>
<td>0.91</td>
</tr>
</tbody>
</table>

We then seek to understand how performance changes as the training dataset size varies. As a result, we have 2000, 1100, 1000, and 500 samples in x86, ARM, MIPS, and PPC, respectively. It should be noted that we spent a lot of efforts in collecting malware samples in MIPS and PPC, which are considered as low-resource ISAs.

We then build the task-specific training and testing datasets. The x86 malware samples are used for training. For the other ISAs, the malware samples are used for testing. In each training and testing dataset, we include the same number of benign samples. In the training dataset, the benign samples are randomly selected from OpenSSL-1.1.1, Binutils-2.34, Curl-7.87, Findutils-4.8.0, gmp-6.2.0, Libgpg-error-1.45, and Zlib-1.2.11, while the testing dataset contains benign samples selected from different programs, including Coreutils-9.0 and Diffutils-3.7. We ensure no overlap between the training and testing datasets.

Results. Table 3 shows the performance results, including AUC, precision, and recall. We can see that when the model trained on x86 is transferred to ARM, MIPS, and PPC, it achieves AUC values of 0.94, 0.92, and 0.91, respectively. The fact that the model’s accuracies keep high demonstrates the efficacy of our learned CAIE in facilitating the transfer of knowledge across ISAs.

We then seek to understand how performance changes as the training dataset size varies. Specifically, we conduct experiments starting from the same size of the x86 and PPC training datasets, gradually increasing the x86 dataset size. The results are shown in Table 4. We can see that when the model is trained on an x86 training dataset containing more than 900 malware samples and then reused for PPC, it outperforms the model trained and tested on PPC with less available data. This demonstrates the critical role of a sufficiently large training dataset in order to achieve desirable performance. However, for low-resource ISAs like PPC, acquiring a large dataset proves to be challenging.

Comparison with Baseline Method. We first modify the input layer of LSTM, such that the CAIE generated by UniMap are used to encode each instruction. We then use the same training datasets to train LSTM on x86. Finally, we transfer the trained model to perform prediction on the same testing datasets on ARM, MIPS, and PPC, respectively. The results are shown in Table 3. When comparing the AUC/precision/recall values obtained when employing CAIE learned by UniMap to those learned by CrossIns2Vec, it demonstrates that our learned CAIE have superior transferability compared to the baseline UniMap.

6 Conclusion

Applying deep learning to binary code analysis has drawn great attention. Limited availability of data on low-resource ISAs, however, hinders deep learning-based binary code analysis. In this work, we propose to learn cross-architecture instruction embeddings (CAIE), where semantically-similar instructions, regardless of their ISAs, have close embeddings in a shared space. As a result, we can transfer a model trained on a data-rich ISA to another ISA with less available data. We conducted experiments to evaluate the quality and transferability of the learned CAIE. In the downstream tasks, when a model trained on x86 is transferred to ARM, MIPS and PPC, the prediction accuracies keep high. Our approach significantly outperforms the prior work. Therefore, our approach can generate CAIE with high quality and transferability, and resolve the data scarcity problem in low-resource ISAs for binary code analysis tasks.

Acknowledgments

This work was supported in part by the US National Science Foundation (NSF) under grants CNS-2304720, CNS-2310322, CNS-2309550, and CNS-2309477. It was also partially supported by the Commonwealth Cyber Initiative (CCI). The authors would like to thank the anonymous reviewers for their valuable comments.
Ethical Considerations

Datasets. To train our model CrossIns2Vec, we first need to collect semantically-equivalent basic block pairs from different ISAs. We first collect open-source programs, and compile them for different ISAs using cross compilers. Given the wide availability of open-source code, this requires little effort. To determine the ground truth regarding the similarity of basic blocks, we rely on the source code line number. Specifically, if two basic blocks from different ISAs have the same starting and end source code line numbers, they are considered to be semantically-equivalent. The detailed description of the process can be found in Section 4.1.

For training CrossIns2Vec, we use a dataset of semantically-equivalent basic block pairs. We acknowledge that aggressive optimizations, such as inlining in O3, have an impact for searching basic block pairs. However, we clarify that we skip including basic blocks that involve inlining into our datasets. Given the large number of basic blocks available, this does not impose a barrier for creating the datasets for training CrossIns2Vec.

For each downstream task, we collect the task-specific training and testing datasets, the details of which are introduced in Sections 5.3 and 5.4. A special note is about malware samples, which are collected from VirusShare.com (virusShare, 2023). VirusShare.com is a repository of malware samples that researchers use to study and develop cybersecurity solutions. While it can be a valuable resource, there are ethical considerations, including using the samples responsibly for legitimate research purposes, preventing the creation of new threats, and respecting privacy and legal boundaries.

In our efforts to support subsequent research, we plan to make the datasets available for public use. Specifically, datasets obtained using open-source programs will be openly released. However, in the case of malware samples, we will provide the file names and hash values sourced from VirusShare.com. This offers researchers the means to identify specific malware samples without directly sharing the potentially harmful code.

Applications. To cope with the data scarcity issue and alleviate the per-ISA effort, this work proposes to learn cross-architecture instruction embeddings (CAIE), where semantically-similar instructions, regardless of their ISAs, have close embeddings in a shared vector space. Enabled by the technique, we can train a single model on a high-resource ISA and reuse it for low-resource ISAs, without any modification. Compared to existing methods, this work offers significant advantages by eliminating the need for data collection in multiple ISAs (particularly for low-resource ISAs where labeled data is limited or unavailable) as well as the per-ISA fine tuning efforts. It will not only advance binary code analysis by developing a bridge for enabling model reuse, but also have various security applications, including malware detection and function similarity comparison.

Limitations

NLP-inspired binary code analysis is a promising research direction, but not all NLP techniques are applicable to binary code analysis. Thus, studies like ours that identify and examine effective NLP techniques for binary code analysis are valuable in advancing exploration along this direction.

To validate the effectiveness of our approach, we conducted two downstream tasks to evaluate the transferability of the learned CAIE. We acknowledge that the learned CAIE may not be generalize to all types of code, such as Windows, iPhone, and Android applications. To ascertain this, further investigation and comprehensive testing are needed.

Due to the extensive range of binary analysis tasks and their inherent complexity, we do not claim that our approach can be applied to all tasks. However, the successful performance of our approach in two critical tasks highlights the significant value of CAIE, while demonstrating the application of CAIE for other tasks needs dedicated future work. Much research can be done for exploring and expanding the boundaries of the approach.
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