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Abstract

Material facts (MF) are critical disclosures issued by companies and investment funds (Pallister and Law, 2006). They hold paramount importance in the market due to their potential to affect asset values. Owing to their substantial impact on the financial sector, these announcements are mandatory by law to maintain market transparency (Eastbrook and Fischel, 1984; Mahoney, 1995; Boatright, 2013). Their scope varies from alterations in a company's shareholder composition to significant acquisitions and disposals. Typical examples include executing agreements for transferring share control, changes in partnership, renegotiating debts, managing stock splits or mergers, reporting profits or losses, distributing dividends, adjusting financial forecasts, or initiating bankruptcy proceedings (Finnerty, 2013).

The mandatory announcement of material facts implicates a vast amount of documents. To have an idea, in the last trimester of 2023, the US Securities and Exchange Commission (SEC) had registered more than 23,000 material facts related to worldwide companies¹. After the announcements, financial analysts and other industry experts might produce an analysis relating the MF to financial assets. Arguably, the analysis is not only an expansion of the MF as they also might implicitly incorporate analysts’ background and other relevant events that are not explicitly related to the announcement (Subramanyam, 2014; Revsine et al., 2021).

This way, writing financial asset analyses from an MF presents various challenges. Material facts vary widely—some are brief, while others are lengthy and detailed; although all facts must be disclosed, their importance and impact can differ (Reichert and Perlin, 2022). Arguably, crafting accurate and valuable asset analyses from an MF requires additional information from other sources to point out how the MF might influence an asset, considering the market position, prospects, and potential risks (Chauvin and Hirschey, 1993). Additionally, the analysts’ perspectives can bias the final recommendations, potentially compromising the accuracy of the information provided to the public (Hawes, 1975; Boatright, 2013). Furthermore, investment firms typically charge for access to their reports. While they are justified in doing so, this practice can limit the accessibility of financial information for those unable to afford their fees.

Conversely, with the advent and growing popularity of Generative AI powered by large language models (LLMs), automatic text generation (Erdem et al., 2022) has achieved remarkable results. However, generating a text that complies with another piece of information—as in financial asset analyses—still challenges modern LLMs (Peng et al., 2023; Zhang et al., 2024a). While the generated text must convey the material fact, it must, in essence,
discuss its implications, bringing related information, including extended analyses and correlating important related events. Arguably, while LLMs are pre-trained with a massive amount of text and modern techniques offer the possibility of expanding them with Retrieval Augmented Generation (Lewis et al., 2020b) and reasoning abilities (Wei et al., 2022), they might still not be fully equipped to deal with the listed challenges.

This paper formalizes this task as an instance of controllable text generation (CTG) (Prabhumoye et al., 2020; Zhou et al., 2023; Zhang et al., 2024b). While previous works have explored several forms of CTG with LLMs (Prabhumoye et al., 2020; Zhang et al., 2024b; Zhou et al., 2023), most of the content-based category relies on simple elements, such as terms and topics, or self-contained texts (Liu et al., 2018; Yan, 2022). They have not examined such a diverse and, at the same time, untied element of control as a material fact.

Our initial strategy is implementing this task with crafted structured prompts embedded with a material fact and leveraging the in-context learning emerging abilities of state-of-the-art chatbots (Brown et al., 2020b; Dong et al., 2023) to write financial asset analyses. This preliminary investigation focuses on assessing the abilities of state-of-the-art LLMs to produce analyses solely based on their prior training stages.

Our proof of concept adopts a bilingual approach, generating analyses in both English and Portuguese, thereby probing the capabilities of LLMs in linguistic contexts beyond their primary training. To assess the efficacy of our method, we developed a proof of concept with a small set of reference financial analyses, sourced from reputed investment analyses. Then, we compare them against the outputs of various chatbots, encompassing a spectrum from open to closed systems and from small to large-scale models. We include two models of the GPT family (Ouyang et al., 2022; OpenAI, 2023), three Mistral models (Jiang et al., 2023, 2024), three Llama models (Touvron et al., 2023) and the recently released Gemini-Pro (Google, 2023).

While LLMs often blur the line between human and machine-generated texts, accurately assessing their quality remains challenging, especially in sensitive and specialized fields like finance. This way, this paper relies on traditional and modern text generation metrics to evaluate the output of chatbots in contrast to reference reports. This comparative analysis aims to assess the challenges and potential of the proposed task and at which point LLMs can tackle it.

To sum up, this paper contributes with
1. A novel task proposal for automatically generating asset analysis from material facts.
2. The task implementation leveraging generative AI, guided by well-crafted instruction incorporating a material fact.
3. A proof of concept with LLMs encompassing analyses in Portuguese and English.
4. We explore this problem with nine chatbots and evaluate the results with classical and state-of-the-art text generation metrics.

## 2. Related Work

### 2.1. Automating Financial Narratives

Prior research has investigated methods for generating financial reports from different inputs. One of the key areas of focus is generating reports from tabular data using table-to-text (TTG) techniques (Kale and Rastogi, 2020). Cm et al. (2023), for instance, explored pre-trained TTG transformers and how selecting crucial, correlated table attributes can aid in producing accurate money laundering reports. While material facts are typically presented in textual format, they may include numerical values both within tables and the text itself. Therefore, incorporating logical steps to integrate these values into reports accurately will be crucial in future efforts.

More aligned with our method, Yan (2022) developed a technique for creating financial reports from brief news articles. They focused on learning separate latent variables that capture the themes of the input news and the intended reports. The aim is to incorporate the natural uncertainty in reports, acknowledging that human experts contribute diverse perspectives and approaches to their analysis. Material facts may also consist of brief texts, but sometimes they have detailed information. Our proposed task targets producing reports that capture the source document’s essential elements while enriching it with additional discussion and inferred insights. We begin our exploration of this issue by leveraging chatbots’ innate capability to address these complexities.

### 2.2. Controllable Text Generation from Content

Frequently, text generation requires that the output agrees with a predefined specific element, such as style, structured data, or content (Erdem et al., 2022). Most recent work that generates controlled texts conditions the input to the required attribute (Prabhumoye et al., 2020). Zhang et al. (2024b) divides the strategies into the three following: (a.) adjusting (some of) pre-trained language models weights to produce texts with specific features (Ziegler et al., 2019; Liu et al., 2020), (b.) training controllable models with injecting controllers (Wang et al., 2021; He, 2021; Chan et al., 2022).
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structions on the material fact while conveying related
information. Our strategy aligns with the third afore-
mentioned approach, as we include the material
fact text in the prompt body and analyze whether chatbots attain it without further control.

3. Task Formulation
This paper introduces a novel task of generating
analyses on financial assets (e.g., stocks, funds,
private pensions, etc.) from material facts, lever-
aging text generation techniques. We formulate
the task as an instance of controllable text gener-
ation, named material fact controllable text gen-
eration (MF-CTG). This way, MF-CTG is defined as
\[ P(Y | MF, C, A) \]
where the controllable elements are the material fact source text
\[ MF = x_1 \ldots x_n \]
the company’s name releasing it (C), and a set of other controllable attributes \( A = \{A_1, A_2, \ldots, A_k\} \),
which could be style, impartial tone, structure, among others. The goal of the task is to gener-
ate a financial asset analysis report \( Y \) according to
a vocabulary \( V \) where \( Y = y_1 \ldots y_m \) and \( y_k \in V \).

This paper addresses this task using prompt-
based generative pre-trained language models
(PPTLM). Therefore, \( V \) is the PPTLM vocabulary,
and \( MF, C, \) and \( A \) are included into a prompt
\( PM \), together with other elements, for example,
context and instruction. This way, the task is
\[ P(Y | PM) = \prod_{i=1}^{m} p(y_i | y_{<i}, PM) \]
where \( PM = z_1 \ldots A \ldots z_i \ldots C z_j \ldots MF z_w \) with \( z_i \) being
(possibly empty) sequences of words representing
other information added to the prompt.

4. Instance and Evaluation of Material
Fact Controllable Text Generation
This section describes our proposed method to
address a concrete instance of MF-CTG and an
evaluation routine. The method consists of the following procedures: (A.) Prompt Crafting, that
assembles a prompt incorporating the related ma-
terial fact, company’s name, and analysis format as
the controllable elements, among additional text;
(B.) Analyses Generation, rooted in activating
the generative AI models through the prompt; and
(C.) Analyses Evaluation, to evaluate the output
analyses with automatic metrics. Those metrics
assess analyses’ lexical and syntactic aspects and
rate semantic conformity regarding a reference re-
port. While (A.) and (B.) implement MF-CTG, (C.)
is responsible for evaluating its feasibility. Figure 1
depicts an overview of the proposed method.

4.1. Prompt Crafting
How a prompt is constructed significantly impacts
the effectiveness of an LLM in performing down-
stream tasks (Liu et al., 2023a). In this context,
prompt engineering techniques potentially optimize
a model’s performance. Those strategies encompass
adding personas, using different delimiter symbols, incorporating reference materials, integrating
examples for in-context learning, and outlining steps for task execution, often referred to as
chain of thought (White et al., 2023; Brown et al.,
2020a; Wei et al., 2022). While embracing those
prompt engineering techniques, our strategy also
entails directly integrating the controllable elements
(material fact, its originating company’s name and
the format) into the prompt.

After conducting a series of preliminary assess-
ments using these techniques, we observed that
incorporating a persona and adding detailed in-
structions on the document’s intended audience
and format, along with an explicit formatting tem-
plate, led to more appropriate responses. Specif-
ically, the models produced content that was not
only correctly formatted but also returned an analy-
ysis that considered the provided material fact and
showed adherence to the vocabulary. Nonetheless,
it is still crucial to thoroughly evaluate the content
quality and the overall analysis. Further details on
this are discussed in Section 4.3. The final prompt
is as follows:

### Context:
YOU ARE A FINANCIAL ANALYST WITH A BACKGROUND IN ECONOMICS WHO
WRITES FOR A GENERAL INVESTOR AUDIENCE.

### Instruction:
WRITE AN ANALYSIS ABOUT THE COMPANY CONSIDERING THE MATERIAL
FACT AND FOLLOW THE DETERMINED FORMAT. THE ANALYSIS MUST CONTAIN
ALL THE ELEMENTS SPECIFIED IN THE FOLLOWING FORMAT.

### Format:
<TITLE>
<Body of the Analysis>
<Date>

### Company:
<company>

### Material Fact:
<source document>

### Response:

4.2. Analyses Generation
Generating analyses from material facts with LLMs
involves several factors. Those include the model’s
ability to process the given material fact and derive
contextually pertinent information to compose a
robust and relevant analysis. Therefore, assessing

2See Appendix B for the Portuguese prompt.
the effectiveness of different models in carrying out the proposed MF-CTG task is critical to determine its feasibility.

The evaluation encompassed models based on the popular GPT architecture, specifically (i.) GPT-4 (OpenAI, 2023) and (ii.) GPT-3.5 (Ouyang et al., 2022). Additionally, the (iii.) Gemini-Pro 1.0 model (Google, 2023), known for its remarkable performance in recent benchmarks, and models from the Mistral family — (iv.) Mistral Medium, (v.) Mixtral 8x7B (Jiang et al., 2024), and (vi.) Mistral 7B (Jiang et al., 2023) — were included. We also adopted models from the Llama 2 series (Touvron et al., 2023), the (vii.) Llama 2 7B, (viii.) Llama 2 13B, and (ix.) Llama 2 70B. All models were utilized in their chat or instruction-based versions.

The selected models vary significantly in size, with their number of parameters spanning from a few billion to over a trillion. They also differ in terms of availability, including both closed (models i. to iv.) and open (subsequent models) sources. We aimed to assess how these variations affect the MF-CTG in both English and Portuguese. In this context, another aspect under investigation is the capability to generate analyses in a language for which all models were not predominantly pre-trained.

4.3. Analyses Evaluation

Evaluating texts produced by Generative AI methods remains a significant challenge to NLP (Kryscinski et al., 2019; Liu et al., 2023b). It is even more critical when considering texts from specific areas, such as finances. Nevertheless, characteristics addressed in NLG tasks, like summarization, translation, and creative writing, establish a robust foundation for automated evaluation. Some critical criteria for evaluation encompass lexico-syntactic structure; fluency, which evaluates the clarity of the writing (Zhong et al., 2022); consistency, which checks how well the generated text aligns with the source document (Cao et al., 2020); coherence, assessing the logical connection of information (Ye et al., 2021); relevance, measuring the pertinence of the generated text to the critical information based on the reference (Zhong et al., 2022); and groundedness, evaluating the text’s ability to reflect reasoned knowledge from the source document (Dinan et al., 2019). These criteria are crucial for the MF-CTG task, as they affect the report’s readability and can influence its credibility.

A widely adopted approach relies on metrics that measure the similarity of generated texts with references written by humans (Deng et al., 2021). In this context, our work incorporates the material fact and analyses gathered from financial firms’ websites, serving as reference reports.

We apply three groups of metrics. The first group regards semantic aspects with the following metrics: BERTScore (Zhang et al., 2020), which computes similarity based on contextualized embeddings; and BARTScore (Yuan et al., 2021), which proposes a unified evaluator based on the likelihood of the encoder-decoder model upon which it is based, and changes in the combination of its inputs. In our evaluation strategy, we propose segmenting both the evaluated text and the reference text. Thus, for an analysis report denoted as \( a \), we define \( \{a_t, a_o, a_b, a_c\} \) representing its title, overview, body, and conclusion, respectively. Similarly, for a reference denoted as \( r \), we have \( \{r_t, r_o, r_b, r_c\} \). We then calculate the scores for each pair \( \text{score}(a_t, r_t) \), \( \text{score}(a_o, r_o) \), \( \text{score}(a_b, r_b) \), and \( \text{score}(a_c, r_c) \), and subsequently calculate the average of the previous results. We conjecture that this method allows a more refined evaluation between the components of the analysis report, while also addressing the limitation of the context window often found in using these metrics with lengthy documents.

Conversely, UniEval (Zhong et al., 2022) was employed to evaluate fluency and coherence. This metric utilizes a binary question-answering (QA) pipeline built upon a generative LLM to calculate its value leveraging the probabilities of responses to questions like “Is this text fluent?”. Given its evaluation method and the aspects this metric covers are inherent to the text as a single piece, the previous segmentation approach was not applied.

The second group includes morphological and parsing analyses, including tokenization, part-of-

Figure 1: Schematic pipeline of the proposed MF-CTG solution.
speech tagging, and dependency parsing-related metrics conveyed in UDPipe (Straka et al., 2016). It relies on the Universal Dependencies treebank annotations that include analyzers for both English and Portuguese. We compute the number of sentences, tokens, tokens per sentence, and the mean dependency distance (MDD). This last one aims to predict the syntactic difficulty of sentences according to psycholinguistics experiments (Liu, 2008).

Finally, the third group focuses only on the Portuguese analyses as we leverage the large set of metrics provided in NILC-metrix portal (Leal et al., 2023)3. Those metrics extract values from several linguistic proxies to assess morphosyntactic, cohesion, coherence, and textual complexity information. Once again, we compare the automatically generated analysis reports with the reference. We compute the metrics for the following groups: Referential Cohesion (seven metrics), Syntactic Complexity (27 metrics), Morphosyntactic Information (42 metrics), and Readability (five metrics).

5. Experimental Setup

This section describes the process of gathering material facts and references, the experimental settings employed in the inference process with LLMs, and further details on implementing the metrics.

5.1. Data

Collection Methodology  Our evaluation includes documents in both English and Portuguese. To find openly accessible analyses in English, we benefit from Yahoo Finance, a popular tool in the financial context for indexing news and public reports4. We adopted keywords associated with typical topics in material facts as filters, e.g., reports of changes in partnership or organizational restructuring. More examples can be found in Section 1. Subsequently, the material facts issued on the same day or the day before by the entities mentioned in the reports were reviewed through the public system of the SEC5. The objective is to match the reports with the forms that contain this specific type of information, namely Forms 6-K for foreign companies, and Forms 8-K for US-based companies.

The reports in Portuguese were directly collected from the websites of financial analysis firms. The same keyword strategy was adopted. Moreover, the system of the regulatory agency equivalent to the SEC in Brazil, the Comissão de Valores Mobiliários (CVM)6, was used for the collection of the material facts, in Portuguese, “Fatos Relevantes” forms.

Companies and Material Fact Selection  We selected two reference analyses for each language. For Portuguese, the companies examined are BTG Pactual, a Brazilian investment bank specializing in investments and venture capital, and Eneva, a comprehensive Brazilian energy company engaged in power generation, oil and gas exploration and production, and electricity trading. For BTG Pactual, the critical event highlighted in the material fact was the acquisition of three properties, representing a multimillion-BRL transaction. In the case of Eneva, the significant event was a report on the rejection of a previously attempted merger by the company.

The cases in English concern Petrobras, Brazil’s largest oil company, a publicly traded corporation operating in the oil, natural gas, and energy sectors. The other company is Twilio, which offers communication tools and services through service APIs. In the case of Petrobras, the pertinent fact was the announcement of the intention to acquire the Jasper Block in the Campos Basin. Meanwhile, Twilio announced a layoff in its global workforce and the integration of Twilio Flex.

This selection requires that the models show a broad range of abilities and knowledge. They must not only consider the events and companies involved but also reason about factors such as geographical nuances, and the sizes and sectors of the companies. The MFs are presented entirely in the Appendix C.

5.2. Generative Models Inference

We conduct inference on generative models through ChatBot Arena7 (Zheng et al., 2023), an LLM benchmark platform that features comparisons between models in a crowdsourced manner. The platform provides access to models such as gpt-4-1106, gpt-3.5-turbo-0613, gemini-pro-dev-api, mistral-medium, mixtral-8x7b-instruct-v0.1, mistral-7b-instruct, llama-2-7b-chat, llama-2-13b-chat, and llama-2-70b-chat, all of which were adopted in this work. Our choice is based on the high computational costs of running huge models. It also fits the objective of conducting a preliminary evaluation of the models’ ability to generate financial analyses.

As well known, the choice of hyperparameters such as temperature and top_p significantly influences the responses generated by models (Döderlein et al., 2022). To balance between aspects like creative writing and truthfulness, these parameters were set at \{temperature = 0.3, top_p = 0.4\}. The

3http://fw.nilc.icmc.usp.br:23380/nilcemetrix
4https://finance.yahoo.com/
5https://www.sec.gov/edgar/
6https://sistemas.cvm.gov.br/
7https://arena.lmsys.org/
were kept at their default values. Further details in the Appendix D. Finally, the implementations of the other metrics and their other hyperparameters settings for all metrics were not support a model for Portuguese. For BARTScore, which was originally proposed based on the encoder-decoder model BART (Lewis et al., 2020a), the implementation for English analysis was carried out on its version tuned on CNN and DailyMail news corpus. This choice was made due to the higher correlation with human evaluation reported by the original work (Yuan et al., 2021). For Portuguese, similarly to the approach taken for the previous metric, the multilingual version of the original model was employed.

Additionally, the UniEval metric is originally proposed on a fine-tuned version of the T5 model (Raffel et al., 2020). Considering the limitation that may be associated with the number of tokens in lengthy financial analyses and to prevent information loss due to truncation, we implemented the original formulation proposed by (Zhong et al., 2022) within the probability results obtained by querying GPT-4 via its API. Further details in the Appendix D. Finally, the implementations of the other metrics and the other hyperparameters settings for all metrics were kept at their default values.

6. Proof of Concept Results

6.1. Quantitative Analysis

Table 1 showcases the results of the first group of metrics, assessing semantic aspects compared to reference reports. UniEval could not discriminate among the LLMs, as the probabilities returned by GPT-4 are always very close to 1. Conversely, BERTScore and BARTScore failed to conclusively identify a superior model, as scores were generally close and varied models excelled in different scenarios. However, two key insights emerged from the results: (i.) the values point out that the reports generated by LLMs closely resemble the reference collection, underscoring the potential of our proposed task, and (ii.) surprisingly, the metric scores for the Portuguese results are generally higher than those for English. This is notable considering the models applied for Portuguese are multilingual and were not explicitly optimized for the financial sector, unlike FinBERT.

Table 2 displays token and sentence count, average tokens per sentence, and the average dependency distance, together with the difference regarding the reference, for both Portuguese and English scenarios. In most instances, the number of tokens and sentences was lower than the reference. While this could be interpreted as greater conciseness, some significant differences indicate the possibility that the models might not have generated additional and relevant information beyond the content of the material fact. Conversely, the values for MDD are significantly close to the reference, which reinforces the notable ability of LLMs in generating texts with grammatical complexity similar to human-written texts (Liu et al., 2023b).

Finally, Table 3 brings the Euclidean distance between the reference and generated reports using the average of four groups of metrics from NILC-metrix, only for the Portuguese cases. Before computing the distance, we normalized the values between 0 and 1. Overall, the models performed closely to the reference, achieving small distances for most metric groups. The poorest performance was observed in referential cohesion for Eneva, where the distance reached half of its maximum potential value. Examining morphosyntax reveals an interesting case with BTG, in which the entire Llama series achieved below-average results, including the worst overall performance. This is evident from the analyses, which include examples such as “um área”, a gender mismatch in Portuguese. Consequently, writing in a language for which the models were not primarily pre-trained may pose a significant hurdle. The Mistral and GPT families each claimed half of the top spots. However, while a Mistral model was among the worst performers alongside Llama and Gemini, no GPT model fell into this category. Nonetheless, the open models show promise, delivering solid performances and allowing for further exploration due to their greater accessibility than GPT.

These metrics also reveal that size does not necessarily equate to consistent behavior. For instance, the 7B versions of Mistral and Llama exhibit several distant values in the BTG reports. Moreover, size is not always a determinant of performance, as pointed out by the results within the Llama family:
the larger model does not necessarily outperform its smaller counterparts.

6.2. Manual Inspection of an Analysis

We selected the EN Petrobras analysis to take a fine-grained look at how a particular analysis addressed the material fact. One representative of each family was selected according to their performance on similarity and morphosyntax results (Tables 1 and 2). Although Gemini did not achieve the best results, we also bring it here for comparison. The Appendix E discusses an AI-generated analysis and the reference. Regarding the format, all the analyses include a title, body, and recommendation followed or not by additional conclusions or (an attempt of) reasoning strategy.

Table 4 exhibits the titles of the material fact, the reference, and the four selected analyses. We notice that all models extensively add words and phrases from the MF title, whereas the reference title summarizes the main point more concisely. All the models include the company’s name and the expression “Production Sharing regime” directly from the MF title. The title with more words in common with the MF is Gemini, indicating a lower level of creativity in elaborating beyond merely reflecting the title. Lima is almost the same, but at least it included an expression to suggest further discussion (A Promising Move?). Conversely, Mistral 7B included the block name (Jaspe Block) and GPT-4 Turbo also included the block location (Campos Basin), both of them mentioned in the MF body.

In terms of the main body of the analyses, while all the generated analyses address the primary subject of the material fact, they tend to be quite superficial and merely outline the anticipated outcomes of the acquisition. Moreover, they missed listing positive outcomes. For instance, none mentioned the potential for job creation or the advancement of technology when exploring the block, as the reference did.

While the reference report describes the block as “a geological treasure trove responsible for roughly 80% of Brazil’s oil output...” the machine-generated analysis lack more information about it. They only superficially mention the Jaspe Block as promising and the Campos Basin as prolific.

The way we activate the LLMs does not provide data. This gap suggests that the decoded analysis lack more information about it. However, even though it might be within their pre-training data. This gap suggests that the decoded analysis could benefit from external sources of information.
### Table 3: Euclidean Distance between NILC-metrix results for BTG and Eneva automatically generated analyses and the reference analysis. The values in **bold** are the less distant to the reference, and the values in *underline* are the more distant.

<table>
<thead>
<tr>
<th>Source</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Material Fact</strong></td>
<td>Petrobras expresses interest in area under the Production Sharing regime</td>
</tr>
<tr>
<td><strong>Reference</strong></td>
<td>Petrobras (PBR) Plans to Acquire Jaspe Block in Offshore Brazil</td>
</tr>
<tr>
<td><strong>Mistral 7B</strong></td>
<td>Petrobras’ Interest in Jaspe Block Under Production Sharing Regime: An Analysis</td>
</tr>
<tr>
<td><strong>GPT-4-turbo</strong></td>
<td>Petrobras Eyes Expansion in Campos Basin with Interest in Jaspe Block under Production Sharing Regime</td>
</tr>
<tr>
<td><strong>Llama2 70B</strong></td>
<td>Petrobras Expresses Interest in Production Sharing Regime: A Promising Move?</td>
</tr>
<tr>
<td><strong>Gemini Pro</strong></td>
<td>Petrobras Expresses Interest in New Production Sharing Regime Block</td>
</tr>
</tbody>
</table>

Lastly, some of the generated analyses mention risks and potential negative outcomes, albeit in a broad manner. For example, GPT-4 points out that “exploration and development of new blocks carry inherent risks, including geological, technological, and market-related uncertainties”. It also raises concerns about the global move towards renewable energy and the need to meet ESG standards. Mistral highlights “competition from other oil and gas companies in the region and potential regulatory challenges”. Yet, none address the need for the company to take care of and avoid negative environmental impacts, which is a possible outcome that the reference analysis emphasized. Llama and Gemini fail to cover challenges, with Gemini notably adopting a more positive tone, in line with the material fact.

These aspects underscore the challenges of the task we propose in this paper. The analysis should naturally align with the material fact, being compliant, consistent, and coherent. If one targets the reference analyses style, refining the models with examples, explicitly fine-tuning their weights, or enhancing the prompts with demonstrations is recommended.

### 7. Conclusions

This paper introduced a novel financial task: automatically generating financial asset analyses based on material facts. The task is approached as an instance of controllable text generation, with the material fact (MF) and the company’s name serving as primary control elements, alongside other attributes like report structure and tone. We employed generative AI techniques, incorporating these control elements into the prompts. A bilingual proof of concept with four references, nine LLMs, and using semantic, morphological, and syntactic metrics, highlights the proposal’s potential and challenges. Among the models we tested, we highly recommend further exploration of Mistral 7B due to its impressive performance in both languages, coupled with the fact that it is openly available and free to use. As expected, GPT-4 also performed remarkably in the Portuguese analyses. Future directions include improving the analyzed information by incorporating relevant facts, gathering more data to make it possible to fine-tune the models, and investigating possible hallucinations. Although we have not discussed that in the paper, we noticed that one of the reports in Portuguese included unreal affirmations. We also plan to design more precise evaluation metrics tailored to the financial sector and achieve more fine-grained control over the generated text by tuning the models with more precise instructions.
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A. Ethical Statement

The corpora that generative models were pre-trained on may harbor socio-economic partialities, which can lead to these biases being perpetuated in the financial analyses they produce. Additionally, as a task of creative writing, the output can sometimes be marred by the issue of hallucination, leading to the propagation of illusory and occasionally distorted information. We reinforce the recent literature that argues the need for thorough investigation in this aspect. Moreover, financial asset analyses significantly influence investors’ decision-making process, from the experienced to the beginners, which can lead to both monetary gains and losses. In this sense, we believe that the AI-generated analyses could play a new and crucial role by providing open and free content on which people can base their investment strategies. However, we note that recommendations from AI should not be accepted uncritically and emphasize the importance of consulting multiple sources of information.
B. Prompt in Portuguese

### Contexto:
Você é um analista financeiro com formação em economia que escreve para um público de investidores geral.

### Instrução:
Escreva em Português uma análise sobre a Empresa considerando o Fato Relevante e siga o Formato determinado. A análise deve conter TODOS os elementos especificados no seguinte Formato.

### Formato:
<Título>
<Sentença que resuma a Análise>
<Corpo da Análise>
<Recomendação>

### Empresa:

### Fato Relevante:

### Resposta:

C. The Material Facts

C.1. BTG Pactual

A BTG PACTUAL SERVIÇOS FINANCEIROS S.A. DTVM, inscrita no CNPJ sob o nº 59.281.253/0001-23 ("Administradora"), e a BTG PACTUAL GESTORA DE RECURSOS LTDA., inscrita no CNPJ sob o nº 09.631.542/0001-37 ("Gestora"), na qualidade de administradora e gestora, respectivamente, do BTG PACTUAL LOGÍSTICA FUNDO DE INVESTIMENTO IMOBILIÁRIO inscrito no CNPJ sob o nº 11.839.593/0001-09 ("Fundo"), serve-se do presente para informar aos cotistas e ao mercado em geral quanto o segue que: I. O Fundo celebrou, nesta data, Instrumentos Particulares ("Instrumento"); sujeitos a determinadas regras de confidencialidade, tendo por objeto a promessa de venda e compra de três imóveis localizados em São Paulo, sendo 70% em um raio de 30km, com área total de, aproximadamente, 233.000m² totalmente locadas ("Imóveis Performados") e um projeto aprovado de, aproximadamente, 74.000 m² (em conjunto com os Imóveis Performados, "Imóveis"), pelo montante total de R$ 760.000.000,00 (setecentos e sessenta milhões de reais) ("Preço da Venda"), a serem desembolsados da seguinte forma: (i) Primeira Parcela: R$ 440.000.000,00 (quatrocentos e quarenta milhões de reais) na data de fechamento; e (ii) Segunda parcela: R$ 320.000.000,00 (trezentos e vinte milhões de reais) após 18 meses da data de fechamento, corrigidos pelo Índice Nacional de Preços ao Consumidor Amplo ("IPCA"). II. O fechamento da operação está condicionado a verificação de condições precedentes usuais para este tipo de operação que, quando verificadas, serão comunicadas ao mercado. III. O pagamento parcelado atrelado ao recebimento total das receitas a partir da data de fechamento proporcionará ao Fundo um Yield estimado de 15% até o pagamento da parcela final. A receita estimada desta operação é de R$ 0,19 por cota. IV. O cap rate envolvido na operação, ou seja, o valor de receita vigente sobre o Preço dos Imóveis Performados é de 9,2%. V. Por fim, a Gestora ressalta que a nova aquisição é resultado do trabalho ativo que vem realizando com o intuito de gerar valor para o Fundo e seus cotistas.

C.2. Eneva

Proposta Não-Vinculante para Fusão de Iguais com Vibra Energia S.A. – Resposta do Conselho de Administração da Vibra

Rio de Janeiro, 28 de novembro de 2023 – ENEVA S.A. (“Eneva” ou “Companhia”) (B3: ENEV3), em atendimento ao disposto no artigo 157, § 4.º da Lei n.º 6.404, de 15 de dezembro de 1976, e na Resolução CVM n.º 44, de 23 de agosto de 2021, e em continuidade ao fato relevante divulgado em 26 de novembro de 2023 a respeito do envio de proposta de combinação de negócios ao Conselho de Administração da Vibra Energia S.A. (“Proposta” e “Vibra”) (B3: VBBR3), vem comunicar a seus acionistas e ao mercado em geral que, por meio de correspondência recebida na data de hoje (cuja cópia consta anexa), a Vibra informou à Eneva que seu Conselho de Administração rejeitou a Proposta. A administração da Companhia avaliará tal resposta oportunamente e a Eneva se compromete a manter seus acionistas e o mercado em geral informados a respeito de novos desdobramentos relevantes a respeito deste tema na forma da lei e da regulamentação da Comissão de Valores Mobiliários – CVM.

C.3. Petrobras

Petrobras expresses interest in area under the Production Sharing regime

Rio de Janeiro, January 24, 2024 – Petróleo Brasileiro S.A. – Petrobras informs that it expressed today to the National Energy Policy Council (CNPE) its interest in the right of first refusal in a block to be tendered in the Permanent Offer System, under the Production Sharing Regime, under the terms of Law 12,351/2010 and Federal Decree 9,041/2017. Petrobras approved the expression of interest in the right of first refusal in the Jaspe block, located in the Campos Basin, considering the parameters
disclosed in CNPE Resolution No. 11, of December 20, 2023, published on December 27, 2023. The expression of interest is in line with the E&P strategy set out in SP 24-28+, focusing on profitable assets and replenishing oil and gas reserves. Material facts on the subject will be disclosed to the market in due course.

C.4. Twilio

Costs Associated with Exit or Disposal Activities.

On December 4, 2023, Twilio Inc. (the “Company”, “we” or “our”) committed to a further workforce restructuring plan (the “December Plan”) intended to streamline operations and accelerate the Company’s path to delivering profitable growth. The December Plan includes the elimination of approximately 500 employees as a result of the December Plan, the Company estimates that it will incur approximately 25–35 million in charges in connection with the workforce reduction, consisting of expenditures for employee transition, notice period and severance payments, employee benefits, and related facilitation costs, substantially all of which are expected to result in future cash outlays. The Company expects that the majority of the restructuring charges related to the December Plan will be incurred in the fourth quarter of 2023 and that the execution of the December Plan, including cash payments, will be substantially complete by the end of the first quarter of 2024. Potential position eliminations in each country are subject to local law and consultation requirements, which may extend this process beyond the first quarter of 2024 in certain countries. The charges that the Company expects to incur are subject to a number of assumptions, including local law requirements in various jurisdictions, and actual expenses may differ materially from the estimates disclosed above. As part of the December Plan, Twilio Flex, the Company’s cloud contact center, will be reported as part of the Company’s Twilio Communications reportable segment in future periods. Prior periods presented for purposes of comparison will be recast accordingly.

D. UniEval Implementation Details

Given the constraints of the context window in the model originally associated with the UniEval (Zhong et al., 2022) metric, we implemented an approach on GPT-4-turbo that focuses on the originally proposed dimensions: coherence, consistency, fluency, relevance, and groundedness. The questions were adapted in the following manner, in which analyses pertain to the text generated and document refers to the associated MF form:

**Coherence**  Is this an analysis with ideas that are coherent with each other?

**Consistency**  Is this an analysis consistent with the facts in the document?

**Fluency**  Is this a fluent analysis?

**Relevance**  Is this an analysis that covers the most relevant topics of the document?

**Groundedness**  Does this analysis develop insights derived from the knowledge in the document?

Therefore, GPT-4 was required to respond to the mentioned questions with “Yes” or “No”. Subsequently, we used the top_logprobs API parameter to compute the formulations as originally proposed by the metric. Additionally, it is pertinent to underline that all the dimensions in use have their results ranging from 0 to 1.

E. Examining AI-generated vs. human-written analyses

This section highlights the similarities and differences observed between an AI-generated analysis and the human-written reference. The analyses are presented in Appendices E.1 and E.2, respectively; the specific MF form addressed by these texts is outlined in Appendix C.3, pertaining to the Petrobras case.

Foremost, the analysis by Mistral 7B is notably shorter, as previously indicated in the Table 2. Both texts rely on the events described in the MF. Specifically, the AI-generated text concentrates on detailing the facts presented in the form. Furthermore, the texts diverge in their coverage of certain topics. The AI-generated text focuses on the acquisition regime present in the MF and its potential implications (“The Production Sharing Regime allows for the sharing of risks and rewards between the government and the private sector, which can encourage investment in exploration and production”). On the other hand, the human-written text explores additional themes beyond just oil production potential increase, such as job creation, economic stimulus, and technological advancement.

Nonetheless, both texts address topics which are not explicitly mentioned in the MF. Notably, both point out that the company is under Brazilian state control, a potential important detail for contextualizing the information for readers. Similarly, each text acknowledges the company’s long-standing expertise in the region, with Mistral 7B noting, “The basin has a long history of oil and gas production,
and Petrobras has been a key player in the region for many years…” while the human analysis adds, “Petrobras, as the operator of the surrounding fields in the Campos Basin, has the necessary expertise and infrastructure for the swift development of the Jaspe block”. Both analyses discuss risks, though in different aspects. The AI-generated text highlights competition from other oil and gas companies and potential regulatory challenges. In contrast, the human-written text mentions actual issues like environmental concerns and fluctuating oil prices.

Nevertheless, while both cover important common points, the approach to certain topics varies. For instance, the AI-generated analysis superficially mentions, “The Jaspe block is located in the Campos Basin, which is among the most prolific oil and gas basins in Brazil”. It may be inferred from the MF that Petrobras’s strategy includes “…focusing on profitable assets and replenishing oil and gas reserves…”. Conversely, the human-written text offers a more quantitative perspective and is supported by additional data, with the statement, “…Campos Basin, a geological treasure trove responsible for about 80% of Brazil’s oil production. This offshore block is estimated to contain up to 3 billion barrels of oil equivalent….”.

In addition, another significant aspect is found in the recommendations sections of both texts. While the Mistral 7B concludes its analysis by revisiting the mentioned risks and pointing out the event as potentially positive move, the human-written reference brings in additional external context by evaluating other company alternatives for potential investment, ultimately recommending a “hold” stance.

Although here we refrain from determining which of the two texts addresses the event more effectively due to our lack of specialized knowledge in the finance sector, it is noteworthy that both texts present topics relevant to the MF, albeit from different styles. We acknowledge that these differences may be pivotal and significant in shaping a reader’s direct preference, and therefore justifies further investigation.

E.1. Analysis generated by Mistral 7B

Petrobras’ Interest in Jaspe Block Under Production Sharing Regime: An Analysis

Petrobras, the state-owned oil and gas company in Brazil, has recently expressed interest in the right of first refusal in the Jaspe block, located in the Campos Basin, under the Production Sharing Regime. This analysis will examine the material facts surrounding Petrobras’ interest in the Jaspe block and provide recommendations for investors. Petrobras has expressed interest in the right of first refusal in the Jaspe block, located in the Campos Basin, under the Production Sharing Regime. The expression of interest is in line with Petrobras’ E&P strategy set out in SP 24-28+, focusing on profitable assets and replenishing oil and gas reserves. Petrobras’ interest in the Jaspe block is significant as it represents a potential opportunity for the company to increase its oil and gas reserves and maintain its position as a major player in the Brazilian energy sector. The Production Sharing Regime allows for the sharing of risks and rewards between the government and the private sector, which can encourage investment in exploration and production.

The Jaspe block is located in the Campos Basin, which is one of the most prolific oil and gas basins in Brazil. The basin has a long history of oil and gas production, and Petrobras has been a major player in the region for many years. The block is estimated to have significant oil and gas reserves, which could provide a significant boost to Petrobras’ E&P activities.

**Recommendation:** Given Petrobras’ interest in the Jaspe block and the potential benefits of the Production Sharing Regime, investors should closely monitor the company’s activities in the region. Petrobras’ E&P strategy is focused on profitable assets and replenishing oil and gas reserves, which could lead to increased production and revenue in the long term.

Investors should also be aware of any potential risks associated with Petrobras’ interest in the Jaspe block, such as competition from other oil and gas companies in the region and potential regulatory challenges. However, given Petrobras’ long history of success in the Brazilian energy sector and its focus on profitable assets, investors should view the company’s interest in the Jaspe block as a positive development.

**Conclusion:** Petrobras’ interest in the Jaspe block under the Production Sharing Regime represents a potential opportunity for the company to increase its oil and gas reserves and maintain its position as a major player in the Brazilian energy sector. Investors should closely monitor the company’s activities in the region and be aware of any potential risks associated with Petrobras’ interest in the Jaspe block. Overall, Petrobras’ focus on profitable assets and replenishing oil and gas reserves could lead to increased production and revenue in the long term.

E.2. Human-written Analysis

Petrobras (PBR) Plans to Acquire Jaspe Block in Offshore Brazil

Petrobras PBR, the leading Brazilian state-run oil company, announced its intention to acquire the
Jaspe oil block, located in the Campos Basin, by exercising its preferential rights. The offshore block is expected to be tendered by the country's regulator. The Jaspe block holds considerable significance for Brazil's oil production, and Petrobras anticipates substantial gains from the same. The block is estimated to contain significant oil reserves, which will help Petrobras increase its production capacity. Let's delve deeper into this strategic acquisition and explore its implications.

**Jaspe Block: A Jewel in the Campos Crown**

The Jaspe block sits nestled within the heart of the Campos Basin, a geological treasure trove responsible for roughly 80% of Brazil's oil output. This offshore block holds estimated reserves of up to 3 billion barrels of oil equivalent, making it a highly attractive prospect for any oil company. Its shallow waters and proximity to existing infrastructure further enhance its appeal, promising lower development costs and faster production timelines.

**Petrobras' Strategic Plan: Unlocking Potential**

Petrobras, as the operator of the surrounding fields in the Campos Basin, boasts the necessary expertise and infrastructure to swiftly develop the Jaspe block. This acquisition aligns perfectly with the company's strategic focus on maximizing output from mature basins while pursuing exploration in frontier areas. By leveraging its existing assets and knowledge, Petrobras can unlock the potential of the Jaspe block.

Increased Oil Production: Jaspe's reserves hold the potential to significantly boost Petrobras' production, bolstering its position as a key player in the global oil market. This translates to enhanced energy security and economic benefits for Brazil.

Job Creation and Economic Stimulus: Developing the Jaspe block will inevitably create new job opportunities, both directly in the oil and gas sector and indirectly through supporting industries. This economic stimulus will ripple through local communities, fostering growth and development.

Technological Advancement: Extracting oil from the Jaspe block will necessitate cutting-edge technologies and innovative solutions. This fosters a robust research and development environment, propelling Brazil's oil industry forward.

A Win for Brazil's Oil Ambitions. The Jaspe acquisition isn't just a win for Petrobras, it serves as a vital stepping stone for Brazil's broader oil production goals. The successful development of this block sends a positive signal to international investors, potentially attracting further investment and expertise to the Brazilian oil sector. This fosters healthy competition and accelerates exploration and development activities, propelling Brazil toward ambitious oil production targets.

**Conclusion:** Challenges and Considerations: While the Jaspe block holds immense potential, it's not without challenges. Environmental concerns surrounding offshore drilling activities require careful mitigation strategies. Additionally, fluctuating oil prices and global economic shifts can impact the project's viability. Petrobras must navigate these challenges prudently to ensure long-term success of the Jaspe acquisition.

**Recommendation:** Currently, PBR carries a Zacks Rank #3 (Hold). Investors interested in the energy sector might look at some better-ranked stocks like Sunoco LP SUN and Oceaneering International, Inc. OII, both sporting a Zacks Rank #1 (Strong Buy), and Enbridge Inc. ENB, carrying a Zacks Rank #2 (Buy) at present. You can see the complete list of today's Zacks #1 Rank stocks here.