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Abstract

In the dynamic landscape of financial analytics, the argumentation within Earnings Conference Calls (ECCs) provides
valuable insights for investors and market participants. This paper delves into the automatic relation identification
between argument components in this type of data, a poorly studied task in the literature. To tackle this challenge, we
empirically examined and analysed a wide range of open-source models, as well as the Generative Pre-trained
Transformer GPT-4. On the one hand, our experiments in open-source models spanned general-purpose models,
debate-fine-tuned models, and financial-fine-tuned models. On the other hand, we assessed the performance
of GPT-4 zero-shot learning on a financial argumentation dataset (FinArg). Our findings show that a smaller
open-source model, fine-tuned on relevant data, can perform as a much larger general-purpose one, showing the
value of enriching the local embeddings with the semantic context of data. However, GPT-4 demonstrated superior
performance with F1-score of 0.81, even with no given samples or shots. In this paper, we detail our data, models
and experimental setup. We also provide further performance analysis from different aspects.

Keywords: natural language processing (NLP), argument mining, large language models (LLMs), zero-
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1. Introduction

Argumentation plays an indispensable role for finan-
cial professionals and market participants. Many
investors wait for the quarterly announcements of
publicly traded companies to make their investment
decisions. The company presents its reports about
the last quarter, and makes expectations for the
next one, then has to answer professional analysts’
questions during a public event of an Earnings Con-
ference Calls (ECCs) (Price et al., 2012). Alhamzeh
et al. studied intensively how to mine the arguments
of company executives stated during those calls (Al-
hamzeh et al., 2022b). They revisited the topic and
studied how to rank the quality of those arguments
in (Alhamzeh, 2023a). They proposed five quality
metrics and various types of premises and claims
based on interdisciplinary literature. Their study
found a considerable link between the argument
quality and the relation type (support or attack) be-
tween the used premise and the final claim. In
other words, an argument that consists of many
supporting premises is more likely to be convincing
than an argument with many attacking premises.
Although discussing the opponent’s view is valu-
able in some situations, the speaker has to state
many supporting premises to win.

While this sounds just logical and straightforward,
the argument relation detection or classification did
not get fair exploration, in the literature, in compari-
son to other argumentation tasks (e.g., (Reimers
et al., 2019; Wachsmuth et al., 2017)). This could
be due to its complexity as a Natural Language
Inference (NLI) task. However, as we have men-
tioned, we believe that the potential of solving this

task with high accuracy would empower different
directions. To clear any possible confusion, on
the one hand, the argument relation identification
task considers the detection of the relation between
given two sentences, so classify them as “related”
or “unrelated”. In other words, detection if a relation
exists between a given premise and claim (the main
argument components). While, on the other hand,
the argument relation classification task, considers
the classification of related premises and claims
into a support or attack relation. In our work, we
tackle the first identification task, as it is the core
stone to structure the argument in the first place.

Furthermore, we focus on the financial use case
of argumentation. (Chen et al., 2021) demon-
strated, in their book, the urgent need for the auto-
matic mining of arguments in financial narratives
and reports. Argument mining considers, mainly,
the automatic detection of argument components
(premise/claim), argument relations (support/at-
tack), and argument quality assessment.

However, given the fact that financial language
has its jargon and particular terms, the language
model performance can vary a lot from other do-
mains, even for a simple task like sentiment anal-
ysis (Chen et al., 2020). Therefore, the Financial
NLP (FinNLP) domain has emerged as an interdis-
ciplinary field, which thus fostered different shared
tasks and workshops (e.g., (El-Haj et al., 2018;
Shah et al., 2023; Chen et al., 2023a)).

Hence, we have to consider the financial lan-
guage peculiarities, but also the argumentation
discourse nature. Argumentation is proven to be
domain-dependent. The structure of arguments
can vary a lot between scientific argumentation (Ac-
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cuosto and Saggion, 2020), legal argumentation
(Urchs et al., 2020), or simply web argumentation
(Habernal and Gurevych, 2017).

Therefore, with the recent advances in NLP, the
need to examine their performance in financial ar-
gumentation becomes more urgent. For example,
(Al Zubaer et al., 2023) found that a model like
Roberta, fine-tuned on the task data, outperform
the Generative Pre-trained Transformer (GPT) both
versions GPT-3.51 and GPT-4 (Achiam et al., 2023)
in the legal argument mining area. This raises a
critical consideration for each domain. In this pa-
per, we want to assess the performance of large
language models in the financial argumentation
domain.

In particular, we compare the zero-shot per-
formance of GPT-4, with a wide range of open
source Large Language Models (LLMs). We clus-
ter the latter in three categories: general-purpose
models (e.g., BERT (Devlin et al., 2019), Vicuna
(Zheng et al., 2023)), debate-fine-tuned models
(e.g., ArgumentMining-EN-ARI-Debate2), financial-
fine-tuned models (e.g., FinBert).

The debate-fine-tuned models are fine-tuned on
argumentation debate data, while the financial-
fine-tuned models are fine-tuned on financial data.
Thus, and as our task considers financial argu-
mentation, we aim to inspect the impact of this
background data in enriching the model’s local em-
bedding.

All in all, the literature lacks a fair exploration of
the financial argument relation identification task3.
We aim, in this study, to bridge this gap. In particu-
lar, the contributions of this paper are:

• Empirical study of zero-shot learning and a
wide range of outstanding LLMs on Financial
Argumentation dataset (FinArg).

• Comparison between the performance of
general-purpose, debated-fine-tuned, and
financial-fine-tuned LLMs given the nature of
this interdisciplinary task.

• To the best of our knowledge, this is the first
intensive study to examine recent LLMs on the
argument relation identification task.

In Section 2, we navigate the state-of-the-art
dedicated to LLMs in argument mining tasks. We
overview our data, and methodology in Section 3.
Afterward, we exhibit the evaluation results in Sec-
tion 4. We further discuss and analyze our findings

1https://platform.openai.com/docs/models/gpt-3-5-
turbo

2https://huggingface.co/raruidol/ArgumentMining-
EN-ARI-Debate

3We found only a sub-task in FinArg -1 considering the
argument relation classification, which we will address
in Section 2

in Section 5. Finally, we conclude our work and
open future perspectives in Section 6.

2. Related Work

The exploration of argument mining and text clas-
sification has burgeoned with the advent of LLMs.
Those models are heavily trained on massive data
to learn general language representations. This
learned knowledge can be then transformed to
downstream domains (or tasks) through the proce-
dure of fine-tuning. This concept made a remark-
able revolution in Natural Language Processing
(NLP) and helped to solve many challenges, like
the need for huge training datasets. However, the
behaviour of fine-tuned models on out-of-domain
data cannot be completely expected. For example,
(McCoy et al., 2019) found that 100 instances of
Bert reported performance inconsistency for out-
of-domain tests. Similarly, Bert-like models report
performance drop in out-of-domain experiments in
(Yogatama et al., 2019).

(Ruiz-Dolz et al., 2021) explored BERT (Devlin
et al., 2018), XLNet (Yang et al., 2019), RoBERTa
(Liu et al., 2019a), DistilBERT (Sanh et al., 2019a),
and ALBERT (Lan et al., 2019) in identifying ar-
gument relations, across various domains. They
emphasized the challenge of argument mining due
to data scarcity and introduced a comprehensive
analysis using the US2016 debate corpus4 and
the Moral Maze corpus5 and others. The study re-
vealed that different models, especially RoBERTa
variants, excel in predicting argument relation on
all tested datasets ranging from 0.51 to 0.70 of F1-
score, the variation depends on the dataset these
models fine-tuned on. This work also emphasizes
the potential of other transformer architectures in
processing complex argumentative structures.

Since the announcement of GPT-3 in 2020,
many studies demonstrated its capability to reach
state-of-the-art performance on different NLP tasks
without extensive training or fine-tuning. For in-
stance, (Brown et al., 2020) presented a detailed
exploration of GPT-3 few-shot learning to gener-
ate human-like text, answer questions, translate
languages, and other tasks.

The prompt is the main hyperparameter to han-
dle in this scenario. (Liu et al., 2021) provided an
exhaustive review of prompt-based learning tech-
niques within NLP. They systematically categorized
and evaluated various prompting strategies that
leverage the capabilities of pre-trained language
models.

In terms of argument mining via LLMs, there have
been a couple of research papers that study the

4https://corpora.aifdb.org/US2016
5https://corpora.aifdb.org/mm2012

https://corpora.aifdb.org/US2016
https://corpora.aifdb.org/mm2012
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power of open-source models fined-tuned to gen-
erate semantically rich local embeddings, in com-
parison to the general OpenAI embeddings. For
example, in the legal domain, (Al Zubaer et al.,
2023) analyzed the performance of GPT-3.5 and
GPT-4 models in classifying argument components
(premise/claim) within the European Court of Hu-
man Rights dataset. The study found that baseline
models (like Large BERT and Roberta) outperform
GPT-3.5 and GPT-4, with no significant improve-
ment of GPT-4, over GPT-3.5. Similarly, (Chen
et al., 2023b) explored multiple computational ar-
gumentation tasks (e.g., claim detection, stance
detection) using LLMs in zero-shot and few-shot
settings, without any fine-tuning. They found that
introducing more samples (longer context) could
result in unnecessary information that might nega-
tively affect the performance of smaller models.

From another perspective, (Hinton and Wage-
mans, 2023) studied how persuasive is AI-
generated argumentation. By analyzing the quality
of the GPT-3 generator, they concluded that it gen-
erated a variety of argument types, but can include
fallacies, lacking a real sense of human realiza-
tion and a cogent argument structure. This raises
considerations about the comprehending and rea-
soning these models can do in argumentation dis-
courses.

In the frame of FinArg-1 shared task (Chen
et al., 2023a), argument relation identification task
was proposed on a similar dataset derived from
(Alhamzeh et al., 2022a), the best team scored
61.50% and 84.86% of macro and weighted F1-
score, respectively. Their approach was based on
the T5 model (Raffel et al., 2020), fine-tuned us-
ing the financial Phrasebank dataset (Malo et al.,
2014).

In addition, (Loukas et al., 2023) investigated the
use of GPT-3.5 and GPT-4 for few-shot text clas-
sification in finance using the Banking77 dataset
(Casanueva et al., 2020), demonstrating that con-
versational LLMs can quickly deliver accurate re-
sults and, in some cases, outperform fine-tuned
masked language models with fewer examples.
However, the cost of subscription-based LLMs may
be prohibitive for individuals or smaller organiza-
tions. (Li et al., 2023) investigates the efficacy
of generically trained LLMs, including ChatGPT
and GPT-4, across various financial text analytics
tasks, demonstrating their superiority over domain-
specific models in many cases but also noting limita-
tions, particularly in tasks requiring deep semantic
and structural analysis, this work provides a com-
prehensive evaluation across eight datasets from
five categories of tasks, marking an initial explo-
ration into the capabilities and limitations of LLMs
in financial applications.

Hence, and as no consistent superior perfor-

mance was demonstrated in the recent works on dif-
ferent domains and tasks, we explore in this paper
a wide range of LLMs, inspecting their performance
on the financial argumentation dataset. Our study
is among the first ones to explore the argument
relation detection task in a financial narrative.

3. Method

We provide in this section a detailed overview of
the data, models, and our experimental setup.

3.1. Data
We conducted our experiments on the Finan-
cial Argumentation dataset FinArg, which was
collected and annotated by (Alhamzeh et al.,
2022b; Alhamzeh, 2023b). This data is publicly
available6, and covers the quarterly earnings con-
ference calls of major corporations (Amazon, Apple,
Microsoft, and Facebook7) spanning from 2015 to
2019.

The annotation of this data encompasses the
following labels: premise, claim, non-arg on the
sentence level, as well as support/attack label on
the relation between related premises and claims.
Therefore, and to be able to solve the relation iden-
tification problem, we had to deduce the unrelated
relation examples from the data. Subsequently, we
construct our data as follows:

• Positive Sampling: We concatenate each
claim with every single corresponding premise
using [SEP] token (i.e., claim [SEP] premise),
and we label it with class ‘1’, signifying a re-
lated pair. This outcome in about 5K samples
generated from 2200 arguments.

• Negative Sampling: We pair the unrelated
claim-premise pairs and label each with class
‘0’. By this, we got about 1M possible pairs.

• Data Balancing: To keep the data balanced,
we randomly selected 5K negative samples.

Hence, our problem is a binary classification task,
on a balanced dataset. We have approx. 10K data
samples formatted as the following:

• Input –> {Claim} [SEP] {Premise}

• Output –> "1" or "0"

3.2. Models
In this section, we elaborate on our models and ex-
perimental setup. We have examined two families
of state-of-the-art large language models. On the
first hand, fine-tuned models from Huggingface8,

6FinArg Dataset
7Currently Known as Meta
8https://huggingface.co

https://github.com/Alaa-Ah/The-FinArg-Dataset-Argument-Mining-in-Financial-Earnings-Calls
https://huggingface.co
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and on the other hand, GPT language model from
OpenAI9. This setting allows us to inspect the im-
pact of the fine-tuning phase on the output in com-
parison to generative models where the prompt
plays a considerable role.

3.2.1. Fine-tuned Large Language Models

To investigate the potential of open-source LLMs
in argument relation identification, we examine in
our study three categories of models, based on
their training data, and intended application. This
classification enables a focused analysis of each
model’s performance, especially in tasks that align
with their customized training. We provide in the
following an overview of those categories, and the
examined models corresponding to each.

1. General-purpose models: This category en-
compasses original models that have been
trained on general domain-agnostic data.
These models are designed to perform a va-
riety of natural language understanding tasks
across different domains due to their diverse
training backgrounds. Our used models from
this category include:

• Bert-base-uncased (Devlin et al., 2019)
• Roberta-base (Liu et al., 2019b)
• Distilbert-base-uncased (Sanh et al.,

2019b)
• Bloom (560m,1b,7b) (Workshop et al.,

2022)
• BloomZ (Muennighoff et al., 2022)
• LLaMa-2-7B-Guanaco-QLoRA-GPTQ10

a fine-tuned version of Llama 2 (Touvron
et al., 2023)

• Vicuna: is a chat assistant trained by fine-
tuning LLaMA on user-shared conversa-
tions collected from ShareGPT. We test
two versions (Vicuna13bv1.5 and Vicuna-
13b_rm_oasst_hh11) (Zheng et al., 2023)

• GPT4-X-Alpaca12 a finetuned on GPT4’s
responses, for 3 epochs of a base model
Alpaca (Taori et al., 2023)

2. Debate-fine-tuned models: Models in this
category have been specifically fine-tuned on
datasets featuring argumentative structures
derived from debate content, which can be re-
lated to finance. They are optimized to discern

9https://openai.com
10https://huggingface.co/TheBloke/llama-2-7B-

Guanaco-QLoRA-GPTQ
11https://huggingface.co/reciprocate/vicuna-

13b_rm_oasst-hh
12https://huggingface.co/chavinlo/gpt4-x-alpaca

and process argumentative nuances, making
them well-suited for applications of argument
mining. We include in this category:

• ArgumentMining-EN-ARI-Debate,
ArgumentMining-EN-AC-Essay-Fin,
ArgumentMining-EN-AC-Financial,
ArgumentMining-EN-CN-ARI-Essay-
Fin13: All adopted from (Ruiz-Dolz
et al., 2021), as fine-tuned versions
of (Conneau et al., 2019) on different
datasets such as US2016-test, MM2012,
Bank, Money and others. For more
details about those models, please refer
to (Ruiz-Dolz et al., 2021).

• Roberta-argument14 trained on 25k
heterogeneous manually annotated
sentences by (Stab et al., 2018) and
Roberta-base-150T-argumentative-
sentence-detector15: A fine-tuned
version of RoBerta (Liu et al., 2019b)
using FS150T-Corpus dataset by (Schiller
et al., 2022).

3. Financial-fine-tuned models: Our third cat-
egory consists of models that have been fine-
tuned with financial datasets, aiming to ad-
dress classification challenges pertinent to the
financial sector. These models leverage finan-
cial discourse and numeric data to provide in-
sights specific to financial contexts. Namely:

• Finbert (Araci, 2019) involves enhancing
the BERT language model specifically for
the finance sector. This is achieved by
training it on a substantial corpus of finan-
cial documents, subsequently refining its
capabilities for classifying financial sen-
timent. For this fine-tuning process, the
Financial PhraseBank, created by (Malo
et al., 2014), is employed.

• Finbert-tone-finetuned-finance-topic-
classification (Hazourli, 2022): Fine-
tuned version on sentiment analysis task
on Financial PhraseBank by (Malo et al.,
2014).

• Deberta-v3-base-finetuned-finance-text-
classification16: Fine-tuned version of
Deberta (He et al., 2021) tuned on
financial-classification dataset17.

13https://huggingface.co/raruidol
14https://huggingface.co/chkla/roberta-argument
15https://huggingface.co/pheinisch/roberta-base-

150T-argumentative-sentence-detector
16https://huggingface.co/nickmuchi/deberta-v3-base-

finetuned-finance-text-classification
17https://huggingface.co/datasets/nickmuchi/financial-

classification

https://openai.com
https://huggingface.co/TheBloke/llama-2-7B-Guanaco-QLoRA-GPTQ
https://huggingface.co/TheBloke/llama-2-7B-Guanaco-QLoRA-GPTQ
https://huggingface.co/reciprocate/vicuna-13b_rm_oasst-hh
https://huggingface.co/reciprocate/vicuna-13b_rm_oasst-hh
https://huggingface.co/chavinlo/gpt4-x-alpaca
https://huggingface.co/raruidol
https://huggingface.co/chkla/roberta-argument
https://huggingface.co/pheinisch/roberta-base-150T-argumentative-sentence-detector
https://huggingface.co/pheinisch/roberta-base-150T-argumentative-sentence-detector
https://huggingface.co/nickmuchi/deberta-v3-base-finetuned-finance-text-classification
https://huggingface.co/nickmuchi/deberta-v3-base-finetuned-finance-text-classification
https://huggingface.co/datasets/nickmuchi/financial-classification
https://huggingface.co/datasets/nickmuchi/financial-classification
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• Roberta-Earning-Call-Transcript-
Classification18: Fine-tuned model
from the base model RoBerta (Liu et al.,
2019b) tuned on extracted a decade’s
worth of earnings call transcripts for 10
corporations, including Apple, Google,
Microsoft, Nvidia, Amazon, Intel, Cisco,
and others.

In all these categories, we conduct 5-fold cross-
validation, with hyperparameter optimization
as follows:

• Learning rate (2e-5, 3e-5, 5e-5)
• Maximum length of the tokenizer (64, 128,

256)
• Number of epochs (ranging from 2 to 5)

Please note that all fine-tuned models are
trained on 2 x NVIDIA A100 80GB GPUs using
Pytorch Lightening and HuggingFace frame-
works with global seed 42.

3.2.2. GPT-4 Zero-Shot Learning

In our experiments, we explore the capability
of the GPT-4 model (Achiam et al., 2023) to
detect the relation between a given claim and
premise, using zero-shot learning (Xian et al.,
2018).
Zero-shot learning refers to the model’s ability
to understand and perform tasks without the
need for a specific training dataset tailored
to that task. Recently, it has shown a very
competent performance in various NLP tasks
(Wei et al., 2021; Brown et al., 2020).

Prompt Design As prompting has not been
yet explored in the task of financial argument
relation detection, and due to budget con-
straints, we chose to follow a basic hand-
crafted prompt. This is also justified by the
fact that the prompt has a significant impact in
few-shot learning where choosing the number
of shots, and choosing the example(s) play a
crucial role, also this is impacted by budget
constraints whereas we apply a zero-shot ex-
periment.
Therefore, we decided to follow a straightfor-
ward approach that gathers the context and the
instruction to the model (Brown et al., 2020).
Obviously, we consider carefully OpenAI rec-
ommendations and prompt guide19 as well as
the prompt engineering guide20.

18https://huggingface.co/NLPScholars/Roberta-
Earning-Call-Transcript-Classification

19https://platform.openai.com/docs/guides
20https://www.promptingguide.ai/techniques/zeroshot

Since we aim to classify the relation between
a given claim and premise as either Related
or Unrelated, we formulate our prompt to clar-
ify those two explicitly and then ask for the
output class, as shown in the function gener-
ate_messages in the following:
def generate_messages ( claim , premise ):

messages = [
{" role ": " system ", " content ":

" You are a helpful
assistant . Given the
following claim and
premise , please classify
the relation between them
as either Related or
Unrelated . Please only
generate one of the two
labels ."} ,

{" role ": " user ", " content ":
f" Claim : { claim }"} ,

{" role ": " user ", " content ":
f" Premise : { premise }"} ,

]
return messages

This function encapsulates the interaction pat-
tern with the model, where the model is first
instructed about its role and the task’s objec-
tive. Following this, the claim and premise are
presented for classification.

Post-Processing of GPT-4 Output Follow-
ing the interaction with the GPT-4 model
(Achiam et al., 2023), a crucial step is required
to accurately extract the classification labels.
The model responses are encapsulated within
structured formats either as content within the
interaction messages or through explicit func-
tion call objects which require systematic ex-
traction processes to discern the relation clas-
sification between claims and premises. In
other words, we had to check the extracted
class label, to ensure it aligns with the ex-
pected output format and classification options
(’Related’ or ’Unrelated’). In some cases, the
model responds by undefined class, then we
have to extract it from the function call21 out-
put, if it does not exist in both response and
function call response we label the sentence
with "Unrelated" since this is the safe solution.

4. Results

In our comprehensive evaluation of argument rela-
tion identification, we explored a wide spectrum of
fine-tuned Large Language Models (LLMs) along-
side the innovative zero-shot learning capabilities of
GPT-4, unveiling a fascinating landscape of perfor-
mance across models tailored for General-purpose,
Debate-fine-tuned, and Financial-fine-tuned tasks.

21https://platform.openai.com/docs/guides/function-
calling

https://huggingface.co/NLPScholars/Roberta-Earning-Call-Transcript-Classification
https://huggingface.co/NLPScholars/Roberta-Earning-Call-Transcript-Classification
https://platform.openai.com/docs/guides
https://www.promptingguide.ai/techniques/zeroshot
https://platform.openai.com/docs/guides/function-calling
https://platform.openai.com/docs/guides/function-calling
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To have comparable results, we train the fine-
tuned models in a cross-validation approach, where
each part of the data is a test set at some fold. We
then consider all data (all possible test sets) as the
test data for GPT-4. Therefore, we report in Table 1
the average performance of the fine-tuned models
along with the standard deviation, while we report
in Table 2 the outcomes of GPT-4 considering all
the data.

Our results show that GPT-4 was the most effi-
cient performer by a macro F1-score of 0.81, con-
firming its ability to grasp the nuances of argumen-
tative relations without explicit task-specific training.

However, among the fine-tuned models, Vicuna-
13b_rm_oasst_hh, and ArgumentMining-EN-ARI-
Debate showed a good performance with a mean
macro F1 Score of 0.751. Despite the huge differ-
ence in the number of parameters between those
two models, the latter behaved closely to Vicuna,
only by having it already fine-tuned on debate data.
This reflects the custom data impact on handling
domain-specific argumentation. Yet, both mod-
els of ArgumentMining-EN-CN-ARI-Essay-Fin and
ArgumentMining-EN-AC-Financial exhibited poor
recognition of the argument relation.

In the series of Bloom models, the version of
Bloom 7b parameters achieved a mean F1-score
of 0.65, whereas a random guess behaviour was
observed by Bloom 560 m, Bloom 1b, and Bloomz
7b. Similarly, FinBert, llama-2, Bert, and Alpaca
showed weak efficiency. At the bottom of the list,
lags Roberta-Earning-Call-Transcript-Classification,
with an F1-score of 0.371, indicating a potential
misalignment with the dataset’s characteristics or
the need for further tuning.

Our zero-shot learning experiment, which was
conducted with GPT-4, is detailed in Table 2. It
reveals GPT-4 robust classification ability, with a
precision of 0.85 for "Related", and 0.77 for "Unre-
lated" classes, reflecting a balanced understanding
of both relationship types. This performance is fur-
ther encapsulated in the precision-recall balance,
with GPT-4 favouring recall for "Unrelated" (0.87)
over "Related" (0.75), suggesting a slight inclination
towards conservatively identifying unrelated pairs
to mitigate the risk of false positives in argumenta-
tive contexts.

The aggregate analysis does not only highlight
the superior adaptability and understanding of GPT-
4 in zero-shot learning scenarios but also points
to significant variations in the effectiveness of fine-
tuned models across different categories. These
distinctions underline the importance of model se-
lection tailored to the specific characteristics of the
task at hand, where the data domain and the clas-
sification task’s nature critically influence model
performance. The breadth of models evaluated
demonstrates a spectrum of capabilities, from the

comprehension exhibited by GPT-4 to the more
domain-specific insights offered by models like Vi-
cuna 13b, and ArgumentMining-EN-ARI-Debate.

5. Discussions

In this section, we will discuss the analysis of hy-
perparameters, also we will spotlight the models
that significantly outperformed the other models
and attempt to justify these gaps. Since our data
is balanced, we will focus on discussing the mean
macro F1-score as it captures the harmonic mean
of precision and recall.

The variability in performance as indicated by the
standard deviation from the 5-fold cross-validation
process as shown in Table 1 reveals insights into
model stability. In general, models showed low
standard deviations, suggesting consistent perfor-
mance across different data folds and thus, greater
reliability in practical applications.

The impact of model size on the F1-score in Fig-
ure 1 was evident from the visual data. While larger
models generally achieved higher F1-score, indi-
cating better generalization, the increase of model
size did not always correlate with proportional im-
provements of results. This suggests a point of
diminishing returns, where additional model com-
plexity yields minor improvements at a significant
computational cost. However, some models with
a small number of parameters achieved relatively
good performance. Potential reasons are the do-
main of the data those models used for tuning and
also the task that those models tuned on, when
possibly similar to our task, argument relation iden-
tification.

Figure 1: A grouped bar chart displaying the com-
parison of four metrics mean (accuracy, F1 score,
precision, and recall) across models of various
sizes.

Figure 2 indicates the performance of the three
categories of open-source models we have exper-
imented with. It reflects that Debate-fine-tuned
and General-purpose models have a comparable
mean macro F1-score, outperforming the Financial-
fine-tuned models. This may suggest that gen-
eral reasoning knowledge learned in debate-fine-



125

Model Accuracy F1-score Precision Recall Model Type
Vicuna-13b_rm_oasst-hh 0.764 ± 0.05 0.751 ± 0.05 0.767 ± 0.05 0.764 ± 0.05

General-Purpose Models

Vicuna-13b-v1.5 0.762 ± 0.05 0.750 ± 0.05 0.762 ± 0.05 0.762 ± 0.05
Bloom-7b1 0.675 ± 0.04 0.659 ± 0.06 0.677 ± 0.04 0.674 ± 0.04
Bloom-1b1 0.567 ± 0.04 0.549 ± 0.05 0.572 ± 0.04 0.567 ± 0.04
Bloomz-7b1 0.567 ± 0.02 0.534 ± 0.03 0.573 ± 0.02 0.567 ± 0.02
Bloom-560m 0.531 ± 0.02 0.507 ± 0.03 0.530 ± 0.02 0.531 ± 0.02
Bert-base-uncased 0.532 ± 0.01 0.503 ± 0.03 0.541 ± 0.02 0.532 ± 0.01
GPT4-x-Alpaca 0.558 ± 0.04 0.536 ± 0.04 0.561 ± 0.04 0.558 ± 0.04
LLaMa-2-7B-Guanaco-QLoRA-GPTQ 0.517 ± 0.01 0.468 ± 0.06 0.504 ± 0.09 0.517 ± 0.01
Roberta-base 0.547 ± 0.03 0.479 ± 0.09 0.563 ± 0.13 0.547 ± 0.03

ArgumentMining-EN-ARI-Debate 0.753 ± 0.02 0.751 ± 0.02 0.753 ± 0.01 0.753 ± 0.02

Debate-fine-tuned Models
ArgumentMining-EN-AC-Essay-Fin 0.622 ± 0.04 0.615 ± 0.04 0.627 ± 0.02 0.622 ± 0.02
Roberta-base-150T-argumentative-sentence-detector 0.578 ± 0.01 0.569 ± 0.01 0.584 ± 0.02 0.578 ± 0.02
ArgumentMining-EN-CN-ARI-Essay-Fin 0.532 ± 0.01 0.492 ± 0.07 0.540 ± 0.06 0.532 ± 0.01
ArgumentMining-EN-AC-Financial 0.530 ± 0.02 0.480 ± 0.08 0.536 ± 0.09 0.530 ± 0.02

FinancialBERT-Sentiment-Analysis 0.518 ± 0.02 0.514 ± 0.02 0.518 ± 0.02 0.518 ± 0.02
Financial-fine-tuned ModelsRoberta-Earning-Call-Transcript-Classification 0.503 ± 0.01 0.371 ± 0.07 0.359 ± 0.14 0.503 ± 0.01

Finbert 0.516 ± 0.02 0.507 ± 0.03 0.517 ± 0.02 0.516 ± 0.02
Deberta-v3-base-finetuned-finance-text-classification 0.554 ± 0.01 0.505 ± 0.03 0.589 ± 0.02 0.554 ± 0.01

Table 1: Classification performance metrics of LLMs on argument relation identification using 5-fold
cross-validation. All models reported here are fine-tuned for 5 epochs, except Bloomz-7b1, for 2 epochs.
The learning rate for all models is 5e-5

Class Precision Recall F1-score Support
Related 0.85 0.75 0.79 4899
Unrelated 0.77 0.87 0.82 4899
Accuracy 0.81 9798
Macro Avg 0.81 0.81 0.81 9798
Weighted Avg 0.81 0.81 0.81 9798

Table 2: Classification performance metrics of GPT-4 zero-shot learning

tuned models is more valuable than the financial
background knowledge learned in the Financial-
fine-tuned models. Yet, the performance between
Debate-fine-tuned models and General-Purpose
Models is comparable, which could rely on the
size of the latter. Therefore, we suggest examining
smaller LLMs for a low tuning cost before looking for
huger models, especially in a small dataset setting.

Figure 2: Performance among the three categories
of fine-tuned models (Debate-fine-tuned, General-
purpose, Financial-fine-tuned)

Figure 3, and the Pearson correlation heat map
presented in Figure 4 provide an understanding of
the relationship between hyperparameters and F1-
score. Certain hyperparameters such as epochs

and learning rate showed positive correlations with
the F1-score. Potentially, since we give the model
the chance to distil the pattern of our data, which
means the more epochs we give to the model to
train, the better the model learns.

Hyperparameters like maximum input length
(max length), did not exhibit a very strong relation-
ship with mean F1-score since most of the data
points, as shown in Figure 5, are less than the
smallest value of the max length hyperparameter
ranging from (64 to 256) and the frequency of the
examples that has 64 tokens or less is dominant.
However, the correlation still exists which means
the longer the sentence is fed to the model with-
out truncation, the better performance the model
achieves. However, a complex interplay between
these hyperparameters requires careful tuning to
optimize performance.

We also have noticed that the standard devia-
tion, in general, is small which means the consis-
tent performance of such models with low standard
deviation, however, some models have a slightly
larger standard deviation such as Roberta-base
and ArgumentMining-EN-AC-Financial, One of the
reasons could be the type of data these models
fine-tuned on which made those models overfitted
and stuck in a local minimum because of such past
fine-tuning.
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Figure 3: Correlation between hyperparameters
(epochs, learning rate, input max length, runtime)
and the performance metrics of fine-tuned models
(accuracy, F1-score, precision, recall)

Figure 4: The heat map shows that learning rate
and runtime, maximum input length and epochs
correlation with mean F1-score.

6. Conclusion

The automatic mining of arguments (components
and relations) has become an essential tool for
multiple applications like assisted writing, fact-
checking, search engines, law, and decision-
making aid systems. In this paper, we investigated
argument mining in financial texts, In particular, the
task of relation detection between given two sen-
tences (potential argument components) within the
context of earnings conference calls.

Our experimental study encompasses a wide

Figure 5: Distribution of sentence length

range of LLMs, including GPT-4, debate-fine-tuned
models, and financial-fine-tuned models. The per-
formance of open-source models ranged from 0.37
to 0.75 in terms of F1-score, while GPT-4 zero-shot
learning achieved 0.81. This superior performance
of GPT-4 highlights its potential to adapt to com-
plex language understanding tasks, without any
further training. Moreover, we believe that this out-
come can be significantly improved with few-shot
learning, or exploring other prompting techniques
in future work.

In closing, our study contributes to the literature
of argument mining in the financial domain by pro-
viding a comprehensive evaluation of various LLMs
and illustrating the potential of zero-shot learning in
understanding the nuances of financial discourse.
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