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Abstract
Inaccuracies or outdatedness of large language models (LLMs) in the finance domain may lead to misguided decisions
and substantial financial losses, highlighting the importance of appropriate tools to evaluate and identify LLMs ready for
production. In this work, we introduce KRX-Bench, an automated pipeline for creating financial benchmarks via GPT-4.
To demonstrate the effectiveness of the pipeline, we create KRX-Bench-POC, a benchmark assessing the knowledge
of LLMs in real-world companies. This dataset comprises 1,002 questions, each focusing on companies across
the U.S., Japanese, and Korean stock markets. Our findings indicate that KRX-Bench can autonomously produce
accurate benchmarks, achieving a minimal "false positive" rate of 1%. Notably, we find that despite leveraging GPT-4
as the generator, our pipeline can supplement enough knowledge to create questions beyond its limitations. Finally,
we explore various applications of KRX-Bench, including generating open-ended, multilingual questions and reasoning
benchmarks, showcasing its versatility in creating comprehensive evaluation tools for LLMs. We make our pipeline
and dataset publicly available and integrate the evaluation code into EleutherAI’s Language Model Evaluation Harness.
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1. Introduction

With the advent of highly capable large language
models (LLMs), the financial industry now faces pre-
industrial adoption across diverse tasks (Son et al.,
2023a; Callanan et al., 2023). However, key con-
cerns surrounding the accuracy, reasoning skills,
and safety of the content generated by LLMs raise
diverse concerns (Wei et al., 2023; Bang et al.,
2023; Alkaissi and McFarlane, 2023). While cer-
tain fields, such as arts or music, may tolerate or
even embrace a degree of imaginative deviation
(or "hallucination") in the outputs of LLMs, sectors
like Medicine and Finance are notably intolerant of
such inaccuracies. In the financial domain, halluci-
nations by LLMs can propagate misinformation, po-
tentially leading to misguided investment decisions
and consequent financial losses. However, existing
research has predominantly focused on assessing
financial LLMs’ reasoning capabilities (Chen et al.,
2021, 2022) or proficiency in singular tasks (Son
et al., 2023b; Malo et al., 2014; Loukas et al., 2022),
leaving a critical gap in understanding their com-
prehension of the real-world financial landscape.

To bridge this gap, we introduce KRX-Bench,
a pipeline for the automated creation of financial
benchmarks. The automated nature of KRX-Bench
is ideally suited for generating a dynamic bench-
mark that can self-update, making it uniquely ca-
pable of capturing the rapidly changing financial
sector. To demonstrate its effectiveness, we create
KRX-Bench-POC a benchmark comprising 1,002
instances, each about companies across the U.S.,

Japanese, and Korean stock markets. Our assess-
ment confirms that KRX-Bench can autonomously
produce accurate benchmarks. We apply machine-
learned techniques and verify that the benchmark
is free of unwanted artifacts. Furthermore, a quali-
tative review highlights an exceptionally low "false
positive" rate of 1%, indicating that human anno-
tators deem the vast majority of questions reliable
and answerable. We observe the best performing
openly available LLMs (e.g., Qwen1.5-72B, and
Llama-2-70B) to score below 80% suggesting room
for improvement. Surprisingly, GPT-4-Turbo the
most capable LLM available and the generator of
the benchmark scores below 90% suggesting that
the pipeline is capable of creating beyond the knowl-
edge of the generator.

Finally, we demonstrate diverse applications of
KRX-Bench, including creating open-ended, multi-
lingual, and reasoning-focused benchmarks, with
only minor modifications to the prompts or input doc-
uments. Our findings suggest that the pipeline can
be readily adapted to generate more challenging
questions simply by updating the input documents.
Our contributions are twofold:

1. We present KRX-Bench an automated
pipeline for creating financial benchmarks.

2. We introduce KRX-Bench-POC, to our knowl-
edge, the first benchmark evaluating the knowl-
edge of LLMs across multiple stock markets.1

1https://anonymous.4open.science/r/
KRX-Bench-1FCE/

https://anonymous.4open.science/r/KRX-Bench-1FCE/
https://anonymous.4open.science/r/KRX-Bench-1FCE/
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2. Related Works

2.1. Financial Large Language Models

The financial industry has shown interest in
adopting LLMs, demonstrated by the launch of
BloombergGPT (Wu et al., 2023), a 50 billion pa-
rameter model specifically trained for Finance. An
array of openly-available financial LLMs has fol-
lowed the model, each focusing on reading com-
prehension (Cheng et al., 2023), financial task solv-
ing (Wang et al., 2023), or multimodality (Bhatia
et al., 2024). Furthermore, multiple research have
explored the possibility of LLMs to replace human
analysts by either training open-source language
models on tailored datasets (Son et al., 2023a) or
prompting proprietary language models to solve
CFA exams (Callanan et al., 2023). However,
adopting LLMs in Finance faces hurdles, primarily
due to their tendency to generate inaccurate in-
formation, known as hallucinations (Huang et al.,
2023). This issue is critical in Finance, where in-
correct data can lead to poor decision-making and
significant financial losses. Furthermore, the risk of
spreading false information through LLMs could be
considered unethical or even fraudulent, slowing
their integration into financial operations.

2.2. Evaluation of Financial LLMs

LLM evaluation tools have progressed from basic
question-answering tasks (Rajpurkar et al., 2016)
to complex reasoning (Cobbe et al., 2021) or large-
scale knowledge benchmarks (Hendrycks et al.,
2020; Son et al., 2024). The assessment of finan-
cial LLMs has followed a similar path, initially focus-
ing on evaluating specific tasks (Chen et al., 2021,
2022; Loukas et al., 2022) to employing a compre-
hensive set of benchmarks (Xie et al., 2024; Shah
et al., 2022) for a more thorough evaluation. How-
ever, the field lacks appropriate tools to accurately
assess financial LLMs’ grasp of the real-world finan-
cial environment, such as knowledge of company
details, business objectives, and financial regula-
tions. Furthermore, the financial market changes
quickly over time—new companies emerge, and
existing ones transform, quickly rendering bench-
marks focused on real-life knowledge obsolete (Son
et al., 2023b).

To this end, we introduce KRX-Bench, a pipeline
for the automated generation of financial bench-
marks, designed to adapt continuously to the dy-
namic financial market. Additionally, we provide
a set of questions generated through the pipeline,
which, to the best of our knowledge, is the first to
evaluate LLMs across multiple stock markets and
regulatory environments.

3. KRX-Bench

In this section, we elaborate on the KRX-Bench
pipeline ( 3.1)) and conduct a proof of concept study
leveraging the pipleine (Section 3.2).

3.1. KRX-Bench Pipeline

The KRX-Bench is an automated pipeline de-
signed for generating financial benchmarks. It lever-
ages GPT-4-Turbo to craft challenging questions
from existing corpora, encompassing three main
steps.

Question and Answer Generation In this step,
we provide a document to GPT-4-Turbo and prompt
it to generate Q&A pairs from the text. The doc-
ument may be annual reports, documentation on
financial lawsuits, or anything of the user’s choice.
While the model’s cognitive capacity bounds the
question generation, it can still craft questions ex-
tending beyond its pre-trained knowledge by lever-
aging the supplementary materials.

Creation of Distractors To reformat the Q&A
pairs generated in the prior step to multiple-choice
questions, we generate distractors (wrong answer
choices). Simply choosing random answers as dis-
tractors could make them too easily distinguishable,
so we employ GPT-4-Turbo to create distractors of
high quality. For each question Q∗, we use the
BM25 algorithm to find 10 similarly worded ques-
tions [Q1...Q10] and then instruct GPT-4-Turbo to
adapt the corresponding answers [A1...A10] into
plausible incorrect options for Q∗. To ensure the
distractors’ quality, we filter by two heuristic rules:

1. Exclude options mentioning companies irrele-
vant to the question.

2. Remove any answer option whose length sig-
nificantly deviates from the average length of
incorrect answers to maintain a uniform an-
swer structure.

If the filtering process yields more than four dis-
tractors, we randomly select four from the remain-
ing options.

Quality Control A critical condition for a fully
automated pipeline for benchmark creation without
a human in the loop is to minimize the inclusion of
"false positives" or unanswerable questions. Ac-
cordingly, in this final step, we prompt GPT-4-Turbo
to identify and eliminate unanswerable questions.
For a comprehensive list of criteria used to deter-
mine unanswerability, see Figure 1 for the prompts
used throughout the pipeline.
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Figure 1: Prompts used throughout the KRX-Bench pipeline.

3.2. Proof of Concept

To demonstrate the KRX Bench pipeline’s ef-
fectiveness in practice, we introduce KRX-Bench-
POC, a benchmark dataset of 1,002 questions from
companies of three nations: the United States,
Japan, and Korea.

KRX-Bench-POC Initially, we compiled a dataset
from annual reports across three nations: the
United States, Japan, and Korea. For the U.S. (Loh)

and Japan (chakki), we collect from existing re-
sources, while Korean reports are from DART2, a
digital repository for company filings. The selection
is not based on the latest fiscal data—U.S. reports
are from 2022, and Japan’s from 2018. This is be-
cause this section aims to showcase the capability
of the pipeline rather than currently creating up-
to-date benchmarks. We plan to release updated
versions of the benchmark in the future. To en-
sure consistency, we randomly chose 500 annual
reports each from Japan and Korea. For details on

2https://dart.fss.or.kr/main.do

https://dart.fss.or.kr/main.do
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Figure 2: Selected samples of questions included in the KRX-Bench-POC.

the dataset composition, see Table 1.
Following this step, we execute the KRX Bench

pipeline on the collected annual reports and gener-
ate multiple-choice questions. Following a quality
filtering process, we retain a total of 1003 questions:
373 for the US, 319 for Korea, and 311 for Japan.

Country # of Doc Av. Length Fiscal Year

United States 494 55479 2022
Korea 2896 5158 2023
Japan 3718 1339 2018

Table 1: Statistics on the collected annual reports.

Diversity We evaluate the diversity of KRX-
Bench-POC, by randomly selecting 99 questions,
33 from each nation, and categorizing each by topic.
This survey reveals that the pipeline yields a broad
spectrum of 15 distinct categories, including Busi-
ness Goals, Product Offerings, Financial Policy,
and Business Strategy, with no single category pre-
dominating. Primary Business emerged as the
most represented category. For a detailed break-
down of each category and sample questions, refer
to Table 2 and Figure 2, respectively.

Category Frequency

Primary Business 33
Business Goals 14

Company Mission 10
Industry 10

Business Operations 8
Product Offerings 7

ETC 17

Table 2: A survey on the category of generated
questions. The ETC category includes the follow-
ing: Financial Policy, Innovation, Business Strat-
egy Commitment to ESG, Long Term Strategy, Mid
Term Strategy, Global Strategy, Company History.

Quality In this section, we analyze the quality
of the generated dataset. First, we test whether
the benchmark includes potentially exploitable arti-
facts(e.g., shortcuts or patterns) that LLMs might

abuse to solve the question. Specifically, we test
two machine-learned features: (1) Similarity-Based
Feature: We evaluate if the option most similar to
the question, using BM25 and BERT3 for similarity
measurements, is likely to be correct; (2) Zero-Shot
Classifier Feature: We employ a zero-shot classi-
fier, trained on natural language inference tasks, to
determine if it can accurately solve the questions
without specific training (Laurer et al., 2023). Ta-
ble 3 presents a performance comparison between
the machine-learned features on our KRX-Bench-
POC and Hellaswag (Zellers et al., 2019), a widely
adopted benchmark for commonsense reasoning.
Similarity-based measures on KRX-Bench-POC
outperform random guessing but achieve similar or
lower scores than their performance on Hellaswag.
This indicates that KRX-Bench-POC maintains a
comparable level of challenge and avoids introduc-
ing excessive artifacts compared to established
benchmarks.

Feature KRX-Bench-POC Hellaswag

Random Baseline 20.0% 25.0%

Similarity (BM-25) 37.3% 54.1%
Similarity (BERT) 39.8% 32.2%

Zero-Shot Classifier 20.4% 25.1%

Table 3: Accuracy of machine-learned models on
the KRX-Bench-POC and Hellaswag.

Furthermore, we assess the quality control step
introduced in Section 3.1 through qualitative analy-
sis, examining both answerable and unanswerable
questions classified by GPT-4-Turbo. Two of the
authors review 200 randomly sampled questions
(100 deemed answerable and 100 deemed unan-
swerable by GPT-4-Turbo) without prior knowledge
of GPT-4’s judgments. Results, shown in figure
2, reveal a remarkably low "false positive" rate of
only 1%, indicating that very few unanswerable
questions were incorrectly labeled as answerable.
Although achieving a 0% "false positive" rate would
be ideal, even human-curated datasets struggle
to meet this standard. The observed 1% rate is

3We use all-MiniLM-L6-v2 from the Sentence Trans-
formers library (Reimers and Gurevych, 2019).
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sufficiently low for reliable evaluation. Additionally,
the "true negative" rate of 43% highlights the effec-
tiveness of our pipeline’s quality control in mirroring
human judgment, ensuring the pipeline’s bench-
mark generation abilities.

Answerable Un-Answerable
GPT-4
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True Positive
98

49.00%
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14
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1.00%

True Negative
86

43.00%

Figure 3: A confusion matrix comparing the deci-
sion of human annotators against the quality control
step by GPT-4-Turbo.

4. Experimental Setup

In this section, we explain our experimental setup
for evaluating different LLMs on the KRX-Bench-
POC.

4.1. Models
In this work we evaluate 12 different LLMS rang-
ing in different size for evaluation. The evaluated
models include: (1) Llama-2 (7B, 13B, 70B)) (Tou-
vron et al., 2023) (2) Qwen1.5 (0.5B, 1.8B, 4B,
7B, 14B, 72B) (Team) and (3) GPT-3.5-Turbo and
GPT-4-Turbo (OpenAI, 2023). We also evaluate
Japanese-StableLM-Base-Beta-7B (Lee et al.) and
Llama-2-KOEN-7B (Junbum, 2023), which are vari-
ations of Llama-2 each continually pre-trained on
Japanese and Korean correspondingly.

4.2. Evaluation Methods
For evaluation, we prompt a model to generate the
most plausible option via greedy decoding. All mod-
els are evaluated in full precision in a 3-shot setting
on 8 X A100 80GB GPUs. See Figure 4 for the
prompt used in our evaluation. For reproducibility,
the evaluation codes used in our research are im-
plemented via LM-Eval-Harness (Gao et al., 2023).

5. Results on KRX-Bench-POC

Model Size and Performance Table 4 presents
the evaluation results for various models on the
KRX-Bench-POC. Larger models consistently out-
perform smaller ones, indicating a linear scaling

Figure 4: Prompt used in our Direct Evaluation.

trend. This pattern holds for both Qwen1.5 and
Llama-2 model families, demonstrating that our
benchmark aligns with typical benchmark behav-
iors. Notably, the top models, Qwen1.5-72B, and
Llama-2-70B achieve scores under 80%, indicat-
ing room for improvement. This suggests that our
pipeline successfully generates challenging bench-
marks for state-of-the-art open models without any
human supervision.

Regional Bias In Figure 5, we notice a re-
gional bias in model performance; despite all ques-
tions being in English, models perform better on
questions about U.S. companies than those about
Japanese or Korean companies. This trend is con-
sistent across all models, with leading models like
Qwen1.5-72B and Llama-2-70B scoring around
90% for U.S. companies but only about 70% for
Japanese and Korean companies. This pattern is
also evident in proprietary models such as GPT-
3.5-Turbo and GPT-4-Turbo. Several factors could
contribute to this disparity, including the scarcity of
English resources on Japanese and Korean com-
panies, which limits the models’ ability to acquire
knowledge about these companies during pretrain-
ing. This implies that leveraging more difficult doc-
uments as input, internal documents, for example,
could easily elevate the benchmark’s difficulty.

Surprisingly, models specifically trained on ad-
ditional Japanese and Korean data, such as
Japanese-StableLM-Base-Beta-7B and Llama-2-
KOEN-7B, show decreased performance across all
subsets. Despite being trained on an extra 100B to-
kens of Japanese and 60B tokens of Korean, these
models do not improve scores for questions re-
lated to their targeted nations; instead, their overall
scores drop. This unexpected outcome may be
attributed to two main reasons. Firstly, the added
web-crawled tokens might not provide sufficient
information about the companies featured in the
benchmark. Secondly, further pretraining on dedi-
cated national data could induce catastrophic for-
getting, weakening the models’ English language
problem-solving abilities. This observation chal-
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N=3
Models US KO JR Total

Pre-Trained Models
Qwen1.5-0.5B 20.38 17.87 18.06 18.77
Qwen1.5-1.8B 39.68 24.14 20.97 28.26
Qwen1.5-4B 58.45 31.35 30.65 40.15
Qwen1.5-7B 81.77 47.34 48.06 59.06
Qwen1.5-14B 87.13 57.68 60.65 68.49
Qwen1.5-72B 87.40 72.10 72.58 77.36
Llama-2-7B 42.09 20.38 23.23 28.56
Llama-2-13B 85.52 52.98 51.94 63.48
Llama-2-70B 93.30 71.16 73.23 79.23

Continual Pretrained Models
Japanese-StableLM-Base-Beta-7B 32.98 21.00 23.87 25.95
Llama-2-KOEN-7B 17.16 19.44 18.06 18.22

Proprietary Models
GPT-3.5-Turbo 87.13 63.32 66.13 72.19
GPT-4-Turbo 95.44 84.33 84.84 88.20

Table 4: Average accuracy(%) calculated using the Direct method in a 3-shot setting across the entire test
set. We report the macro-average accuracy across subjects within each category.
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Figure 5: Comparison of Qwen1.5 and Llama-2 models based on the nationality of the companies.

lenges the assumption that language-transferred
models can effectively substitute dedicated lan-
guage models, revealing they may lack compre-
hensive knowledge.

Can GPT-4 Ace Itself? The KRX-Bench pipeline
employs GPT-4-Turbo throughout its stages, lead-
ing to the following question: Can this pipeline ef-
fectively evaluate GPT-4-Turbo itself? To address
this, we also assess GPT-4-Turbo’s performance on
the benchmark. Although GPT-4-Turbo achieves
the highest scores among tested models, it does
not excel across all subsets, particularly for the
Korean and Japanese questions. This outcome
suggests that using supplementary materials for
dataset generation enables the generator to formu-
late questions that extend beyond its knowledge
cutoff. Consequently, the pipeline demonstrates its
capacity to create benchmarks capable of challeng-
ing the model itself, including GPT-4-Turbo, thereby
validating its utility in generating effective evaluation
tools.

6. Practitioner’s Guide for
Implementing KRX-Bench

In this section, we extend beyond KRX-Bench-
POC to show different use-cases of the KRX-
Bench pipeline in generating financial Bench-
marks.

6.1. Open-Ended Generation
While the KRX-Bench pipeline primarily generates
multiple-choice questions, it can also assess the
generative capabilities of language models by sim-
ply providing a question and prompting an LLM to
generate an answer. This approach offers a more
nuanced evaluation of a model’s generation ability.
To illustrate this, we sample 70 questions from the
KRX-Bench-POC dataset to create KRX-Bench-
Gen. The questions span various categories: Pri-
mary Business, Industry, Product Offerings, Busi-
ness Strategy, Technology, Business Goals, Finan-
cial Policy, Commitment to ESG, and Risk. Primary
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Figure 6: Example generations of GPT-3.5-Turbo and GPT-4-Turbo on open-ended questions.

Business is the largest category with 11 questions,
while Risk is the smallest with four, averaging 7.8
questions per category.

Given that pre-trained models without further tun-
ing might struggle with open-ended questions, we
focuses on GPT variants. We assess GPT-3.5-
Turbo and GPT-4-Turbo, employing an "LLM-as-a-
Judge" approach based on Zheng et al. (2024)’s
implementation. This judge model is prompted to
rate answers on a scale from 1 to 5. In Table 5 we
observe GPT-4-Turbo to score slightly higher than
GPT-3.5-Turbo.

Models Open-Ended Generation
GPT-3.5-Turbo 3.28
GPT-4-Turbo 3.55

Table 5: Evaluation results of GPT variants on open-
ended questions.

To provide additional insight, we include an ex-
ample of a question and the generated responses
in Figure 6. In this example, both models accu-
rately identify HOYA Corporation’s acquisition of
Performance Optics, yet GPT-4-Turbo provides a
more detailed response by noting the inclusion of
subsidiaries in the acquisition. This illustrates how
our benchmark can be utilized to assess both gen-
erative capabilities and knowledge depth. The ac-
curacy of evaluations could be further improved by
employing more knowledgeable LLM judges with
expertise in finance or by incorporating human eval-
uators.

6.2. Multilinguality

Figure 7: Win rate analysis between generating
in Korean and translating a material generated in
English to Korean.

OpenAI (2023) reports GPT-4-Turbo to have ro-
bust multilingual capabilities. Accordingly, we ex-
plore where the identical benchmark generation
pipeline can be applied to generate benchmarks in
languages other than English, specifically Korean.
We adapt the pipeline by incorporating "Generate
in Korean" into our prompts, generating 250 ques-
tions in Korean. We conduct a comparative quality
analysis to assess the effectiveness of generat-
ing questions directly in Korean versus translating
questions from English. We randomly select 250
questions from the KRX-Bench-POC dataset and
hire two annotators for evaluation. Presented with
pairs of questions—one generated in Korean and
the other translated—they are tasked to identify
the question that sounds more natural to native
Korean speakers and is of higher quality, without
knowledge of the questions’ generated methodol-
ogy. The annotators have the option to choose
one of the options or declare a tie. Figure 7 indi-
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cates that annotators consistently find the directly
generated Korean samples more natural for na-
tive speakers. We suspect that direct generation
allows GPT-4-Turbo to leverage its in-context learn-
ing abilities to learn from the provided Korean docu-
ment, thereby commanding better Korean than the
translation approach. Quality-wise, annotators con-
sidered both methods to yield questions of similar
quality 69% of the time, but in 29% of cases, the
directly generated samples were preferred. These
results demonstrate that our pipeline can be seam-
lessly adapted to produce high-quality multilingual
benchmarks with minimal adjustments.

In Table 6, we report the evaluation results for
the subset generated in Korean. Interestingly, un-
like our previous experiments Llama-2-KOEN-7B
outperforms Llama-2-7B. We attribute this improve-
ment primarily to the language advantage. Un-
like the assessments reported in Table 4, which
involved questions about Korea in English, this ex-
periment presented questions in the Korean lan-
guage. This context likely favored Llama-2-KOEN-
7B, benefiting from its targeted continual pretraining
in Korean.

6.3. Beyond Knowledge Benchmarks

Figure 8: Examples of the generated reasoning
benchmark. English translations are added for
broader accessibility.

This section explores whether the KRX-Bench
pipeline can be leveraged to create reasoning
benchmarks. Previously, we introduced KRX-
Bench-POC to showcase the pipeline’s ability to
generate benchmarks evaluating LLMs’ knowledge
of real-world companies. Alongside such knowl-
edge benchmarks, reasoning benchmarks are cru-
cial for a comprehensive assessment of LLMs, fo-
cusing on their capacity to apply knowledge logi-
cally to solve problems. For this purpose, we com-
pile a set of Korean documents related to finan-
cial lawsuits and process them through the same

pipeline, producing 100 questions that challenge
LLMs to conduct legal reasoning on financial dis-
putes. We choose to generate questions in Korean
to preserve the intricate details crucial in legal con-
texts, concerned that translation might compromise
these subtleties. We present an example of the
generated question in Figure 8.

Table 6 presents the evaluation results for the rea-
soning subset, where Llama-2-KOEN-7B continues
to outperform Llama-2-7B. Notably, GPT-4-Turbo
achieves a near-perfect score on the reasoning
subset. This performance could stem from vari-
ous factors. Firstly, the lawsuit collection used for
this subset, sourced from the internet and dating
back to the 1980s, may have been part of GPT
variants’ pretraining data. Secondly, LLMs might
struggle to generate challenging distractor options
that surpass their reasoning capabilities. While
supplying reference materials enables the gener-
ation of questions beyond the model’s knowledge,
our current pipeline might fail to guide models to
create sufficiently complex distractors effectively.
Future research is required to better understand
these dynamics. However, despite these consid-
erations, the benchmarks still provide a rigorous
test for evaluating the capabilities of leading open
LLMs.

Models Multilingual (Kor) Reasoning
Llama-2-KOEN-7B 38.8 58.0
Llama-2-7B 34.8 24.0
Llama-2-13B 50.4 48.0
Llama-2-70B 63.2 81.0
GPT-3.5-Turbo 58.4 92.0
GPT-4-Turbo 84.8 96.0

Table 6: Evaluation results of selected models
on subsets generated in Section (6.2) and Sec-
tion (6.3).

7. Conclusion

In this study, we introduce KRX-Bench, an au-
tomated pipeline designed for generating finan-
cial benchmarks. We validate the pipeline’s effec-
tiveness and reliability by developing KRX-Bench-
POC, at the best of our knowledge, the first dataset
aimed at evaluating LLMs’ understanding of com-
panies across diverse stock markets. Our find-
ings confirm that the proposed pipeline can au-
tonomously produce trustworthy benchmarks. This
feature suits the fast-changing dynamics of the fi-
nancial sector, enabling the generation of bench-
marks that evolve in tandem with market changes.
Additionally, we illustrate its broad applicability
through various use cases, including creating open-
ended, multilingual, and reasoning-based ques-
tions, highlighting our method’s versatile utility.
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