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Abstract
Using Quantized Low Rank Adaptation and Parameter Efficient Fine Tuning, we fine-tuned Meta AI’s LLaMA-2-7B
large language model as a research assistant in the field of economics for three different types of tasks: title
generation, abstract classification, and question and answer. The model was fine-tuned on economics paper
abstracts and syntheticically created question-answer dialogues based on the abstracts. For the title generation, the
results of the experiment demonstrated that LLaMA-2-Econ (the fine-tuned model) surpassed the base model (7B
and 13B) with few shot learning, and comparable models of similar size like Mistral-7B and Bloom-7B in the BLEU
and ROUGE metrics. For abstract categorization, LLaMA-2-Econ outperformed different machine and deep learning
algorithms in addition to state-of-the-art models like GPT 3.5 and GPT 4 with both single and representative few
shot learning. We tested the fine-tuned Q&A model by comparing its output with the base LLaMA-2-7B-chat with a
Retrieval Augmented Generation (RAG) pipeline with semantic search and dense vector indexing, and found that
LLaMA-2 performed on a par with the base model with RAG.
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1. Introduction

The evolution of neural networks like RNN (Rumel-
hart et al., 1986), and LSTM (Hochreiter and
Schmidhuber, 1997) architectures and later the in-
vention of the transformer architecture (Vaswani
et al., 2017) paved the way for the development of
the state-of-the-art Large Language Models (LLMs)
such as GPT 3.5 (Ouyang et al., 2022), ChatGPT-
41 by OpenAI, Gemini (Team et al., 2023) by Google
or popular open-source LLMs such as LLaMA-2
(Touvron et al., 2023) by Meta AI, Bloom (Scao
et al., 2022), Mistral (Jiang et al., 2023), OPT
(Zhang et al.), GPT Neo (Black et al., 2021) and
Bart (Lewis et al., 2019) especially for text gener-
ation tasks with causal language modeling. Ear-
lier models were trained largely on general corpora
(e.g., Wikipedia and books) but now there are a myr-
iad of attempts at injecting open-source LLMs with
domain-specific knowledge, including transformers
pre-trained on medical and biomedical (Lee et al.,
2020), financial (Peng et al., 2021), and scientific
text (Beltagy et al., 2019).

Fine-tuning is a process where a pre-trained lan-
guage model, like BERT (Devlin et al., 2018) or
GPT, is specialized for a specific task by further
training it on a related dataset, enhancing its per-
formance in the target domain. Furthermore, with
the advent of newly emerging methodologies such
as Retrieval Augmented Generation (RAG) (Lewis
et al., 2020), language models can easily retrieve
information and use external data sources. Also,

1http://chat.openai.com

the introduction of Low Rank Adaptation (LoRA)
(Hu et al., 2021) and more recently Quantized Low
Rank Adaptation (QLoRA) (Dettmers et al., 2023)
significantly reduced parameters with less mem-
ory needed, enabling training on smaller hardware
and faster training times and helped with scala-
bility. Likewise, Parameter Efficient Fine Tuning
(PEFT) techniques helped optimize LLMs in terms
of applicability across various domains/tasks by
fine-tuning only a subset of base model parameters.
Although there are a few number of attempts made
for large-scale domain or task adaptation purposes
(Gema et al., 2023), we acknowledge that there
is a scarcity of work dedicated to fine-tuning an
open-source LLM assistant in economics for spe-
cific research tasks like title generation, abstract
classification, and open-ended question & answer
(Q&A). To address this gap, this work introduces
LLaMA-2-Econ, a PEFT adapted version of the
open-source LLaMA-2-7B model by Meta AI, fine-
tuned on economics paper abstracts and synthet-
ically created question-answer data for research
tasks, specifically for title generation, abstract clas-
sification and academic open-ended Q&A.

1.1. Related Work
There are a number of applications of LLMs on re-
lated tasks like news headline generation (Gavrilov
et al., 2019) or summary generation (Xiao and
Chen, 2023). Previous classification methods us-
ing transformers include few-shot financial text clas-
sification with LLMs like ChatGPT (Loukas et al.,
2023b,a). In particular, Loukas et al. demonstrated

http://chat.openai.com
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Figure 1: Proposed Workflow for LLaMA-2-Econ. A user inputs an abstract to generate a title and
categorize the content using our specialized supervised fine-tuned models. Questions asked by the
user are answered through an interactive QA chatbot system that optionally retrieves information from a
document vector store, with interactions saved in the chat history.

autoregressive models like GPT 4 can surpass
MLM models in text classification. However, their
own fine-tuned MP-Net model achieved compara-
ble results in such domain specific tasks. Despite
the paucity of research in adapting LLMs in eco-
nomics, one important contribution is the FinBERT
models (Araci, 2019; Yang et al., 2020), BERT-
based models trained for financial NLP tasks to
tackle financial sentiment analysis and classifica-
tion problems, outperforming previous state-of-the-
art models.

There has been further exploration into finan-
cial sentiment analysis by analyzing sentiments
in cryptocurrency-related social media posts (Ku-
lakowski and Frasincar, 2023). The authors intro-
duced CryptoBERT, a model fine-tuned on the cryp-
tocurrency domain from BERTweet, and LUKE, a
language-universal cryptocurrency emoji sentiment
lexicon, to address the challenges in sentiment
analysis across languages in social media, and
providing tools for enhancing quantitative trading
models with sentiment analysis of social media.

As for Q&A, a significant domain adaptation work
is PaperPersiChat, which is an open chat-bot de-
signed for discussing scientific papers for computer
science (Chernyavskiy et al., 2023). The authors in-
corporated summarization and Q&A within a single
end-to-end online chat-bot pipeline. They trained
a dialogue system with scientific grounding. Fi-
nally and more relevantly, a recent work employed
a PEFT/LoRA based approach for LLaMA-2 fine-
tuning in a multitask financial news analysis, and
the experimental results showed that the fine-tuned
model performs various tasks like main point high-
lighting, text summarization, and named-entity ex-
traction with sentiments (Pavlyshenko, 2023). Over-
all, It is clear that LLMs can prove to be helpful
agents in (economic) research, performing tasks
ranging from paper summaries, generating head-

lines and text classification to synthesizing informa-
tion and editing (Korinek, 2023; Dowling and Lucey,
2023; Horton, 2023). However, most available
applications for such tasks are not open-source,
and there is a lack of research integrating espe-
cially decoder-only and open-source LLMs and eco-
nomics.

2. Methodology

To this end, this paper will attempt at the follow-
ing: (i) fine-tune LLaMA-2-7B, an open-source and
decoder-only model, for the tasks of paper title gen-
eration and abstract classification (econometrics,
general economics, and theoretical economics)
and LLaMA-2-7B Chat for open-ended academic
Q&A with QLoRA and PEFT; (ii) perform experi-
ments on metrics to test fine tuned model against
the baseline and other language models for these
tasks; (iii) propose a Web application acting as a
research assistant in economics, utilizing the fine-
tuned models with these tasks and an end-to-end
chatbot with RAG integration (Figure 1).

2.1. Data

We obtained the data with the arXiv API2 and
searched for economics papers in the following
categories/classes: ec.EM (econometrics), ec.GN
(general economics), and ec.TH (theoretical eco-
nomics). In addition to the category, title, abstract,
and other metadata were added to our dataset. We
preprocessed the data and filtered out low-quality
samples following a manual inspection. In the end,
we obtained 6362 samples for the train dataset and
707 for the test dataset (Figure 2).

2https://arxiv.org/help/api/index
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Figure 2: Number of tokens in the training data and
their categorical distribution

2.1.1. Creation of Q&A Synthetic Data

Following research that creates synthetic data with
state-of-the-art closed source models like ChatGPT
(Askari et al., 2023), we have fine-tuned LLaMA-
2-7B Chat with a syntheticically created question-
and-answer dialogue dataset from academic paper
abstracts (7079 in total), employing an approach
that utilizes GPT 3.5 Turbo model (costs $0.002
per 1K tokens) from OpenAI that to train the ques-
tion and answer component of the research assis-
tant. We generated contextual dialogues, where
the model both acts as an assistant and user, pos-
ing questions and providing answers relevant to a
given abstract. Per abstract, we generated 2 to 3
questions and answers. We then filtered out low
quality samples, short and incorrectly parsed dia-
logues, and ended up with 3340 pairs. A sample
Q&A pair is given below:

What distinguishes revenue management sys-
tems? A: Key characteristics include fixed capaci-
ties, homogeneous products, and sensitivity to cus-
tomer pricing decisions.

What’s problematic with current policy-making
indicators? A: They often subjectively combine
a limited number of indicators, overlooking crucial
inter-indicator relationships.

2.2. Fine Tuning

We fine-tuned Meta AI’s LLaMA-2-7B model3 for
the title generation and abstract classification tasks,
and LLaMA-2-7B Chat4 (reinforcement learning
with human feedback) using the transformers
library (Wolf et al., 2020) on a NVIDIA A100 GPU.
For the fine-tuning, we used Quantized Low Rank
Adaption (QLoRA) with a lora_r of 64 and a
lora_dropout of 0.1. To enhance computational
efficiency, we utilized 4-bit precision with a com-
putation dtype of float16 and the quantization
type was set to nf4, with nested quantization en-
abled. The models were scheduled to train for 8

3https://huggingface.co/meta-llama/Llama-2-7b
4https://huggingface.co/meta-llama/Llama-2-7b-

chat-hf

epochs with an early stopping patience of 2 epochs
with bf16 training. Gradient checkpointing and
a maximum gradient norm of 0.3 was used. The
learning rate was initialized at 2e−4, using a cosine
learning rate scheduler and a warmup ratio of 0.03.
Sequences were grouped by length for efficiency
and we employed paged AdamW (Loshchilov and
Hutter, 2017) with 32-bit precision as the optimizer.
The batch size, maximum input and target length
were selectively optimized for each task and model.

The PEFT technique we use here integrates fine-
tuned components, specifically LoRA weights, into
a baseline model, conserving computational re-
sources while keeping the model’s task-specific
performance. After reloading the model in FP16 for
better efficiency and setting up the tokenizer with
precision, we then merge these enhancements with
the baseline model. This crucial step ensures that
our fine-tuning efforts are fully integrated, enhanc-
ing the model’s overall efficiency and effectiveness.
Combined with QLoRA, PEFT allowes for optimized
fine-tuning performance and scalability. Our fine-
tuned models and dataset are openly available on
Huggingface5.

3. Results

In this section, we report LLaMA-2-Econ’s perfor-
mance on BLEU and ROUGE metrics for the ti-
tle generation task and compare the results with
the baseline LLaMA-2-7B as well as LLaMA-2-13B,
Mistal-7B, Bloom-7B and smaller open-source mod-
els like GPT Neo and OPT with few shot (5 for
this task) learning. As for the classification, we
computed the performance metrics and compared
the results with those of GPT 3.5 and GPT 4 with
one shot and representative few shot (one for each
class) learning. We also trained and evaluated
different machine learning (ML) and neural net-
work (NN) classifiers. Finally, to evaluate our Q&A
model, we measure similarity between LLaMA-2-
Econ’s generated answers and reference answers
obtained through RAG with human verification.

3.1. Experiment 1: Title Generation
As can be seen from the results in Table 1, the
fine-tuned model surpasses the baseline and other
open-source LLMs of different sizes that use few
shot learning. LLaMA-2-13B performs second best
in these metrics, followed by other smaller size
models.

5https://huggingface.co/onurkeles/llama-2-7b-econ-
abstract-classifier
https://huggingface.co/onurkeles/llama-2-7b-econ-title-
generator
https://huggingface.co/onurkeles/llama-2-7b-econ-chat-
qa

https://huggingface.co/meta-llama/Llama-2-7b
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/onurkeles/llama-2-7b-econ-abstract-classifier
https://huggingface.co/onurkeles/llama-2-7b-econ-abstract-classifier
https://huggingface.co/onurkeles/llama-2-7b-econ-title-generator
https://huggingface.co/onurkeles/llama-2-7b-econ-title-generator
https://huggingface.co/onurkeles/llama-2-7b-econ-chat-qa
https://huggingface.co/onurkeles/llama-2-7b-econ-chat-qa
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Model BLEU ROUGE-1 ROUGE-2 ROUGE-L
LLaMA-2-Econ (ours) 0.16 0.45 0.24 0.41
LLaMA-2-7B (few shot) 0.10 0.41 0.18 0.36
LLaMA-2-13B (few shot) 0.12 0.40 0.19 0.36
Mistral-7B (few shot) 0.11 0.37 0.18 0.33
Bloom-7B (few shot) 0.10 0.37 0.16 0.33
GPT Neo-2.7B (few shot) 0.03 0.19 0.05 0.17
OPT-2.7B (few shot) 0.06 0.25 0.10 0.22

Table 1: Comparison of LLaMA-2-Econ with Other Models in Title Generation

Model Accuracy Precision Recall F1 Score
LLaMA-2-Econ (ours) 0.88 0.88 0.88 0.88
GPT 3.5 (one shot) 0.43 0.63 0.43 0.40
GPT 3.5 (few shot) 0.59 0.72 0.59 0.53
GPT 4 (one shot) 0.70 0.73 0.70 0.64
GPT 4 (few shot) 0.84 0.85 0.84 0.83
Decision Tree Classifier 0.77 0.72 0.77 0.71
K-Nearest Neighbors Classifier 0.79 0.79 0.79 0.79
Logistic Regression 0.85 0.86 0.85 0.85
Random Forest Classifier 0.85 0.86 0.85 0.85
SVC 0.86 0.86 0.86 0.86
XGB Classifier 0.83 0.83 0.83 0.83
RNN 0.81 0.81 0.80 0.81
LSTM 0.81 0.82 0.81 0.82

Table 2: Comparison of LLaMA-2-Econ with Other Models in Abstract Classification

3.2. Experiment 2: Classification
Table 2 shows that LLaMA-2-Econ outperformed
other classifiers, having an F1 score of 0.88. Lo-
gistic Regression, Random Forest Classifier and
SVC achieve comparable scores to our fine-tuned
model, followed by GPT 4 with representative few
shot (one for each class) and one shot learning,
and other ML and neural models. GPT 3.5 both
one and few shot (one for each class) performs
worst in this abstract classification task.

3.3. Experiment 3: Q&A
As for the neural evaluation for our Q&A Model, we
obtained reference open-ended answers to a sub-
set of our synthetically created questions from the
base chat model with RAG integration. Following
human verification of the answers and inspection,
we compared them with LLaMA-2-Econ’s gener-
ated answers without RAG. We use BERT-Score
(Zhang et al., 2019) as our evaluation metric, which
calculates the cosine similarity between the em-
beddings of tokens in our generated answers and
those in the reference answers. The formulas to
calculate the precision (P), recall (R), and F1-score
(F1) where Sij is the similarity score between token
i from the candidate answers and token j from the
reference answers, |C| is the total number of to-
kens in the candidate answers, and |R| is the total
number of tokens in the reference answers are:

P =
1

|C|
∑
i∈C

max
j∈R

Sij (1)

R =
1

|R|
∑
j∈R

max
i∈C

Sij (2)

F1 = 2 · P ·R
P +R

(3)

The generated answers by our LLaMA-2-Econ
model without RAG (to the questions in the test
dataset) received an average precision value of
0.90, recall value of 0.89, and F1 value of 0.90. This
means that it achieved commendable similarity with
human verified reference responses provided by a
RAG implemented base chat model to academic
open-ended questions in the domain of economics.

4. Proposed Workflow

Finally, we propose an open application (Figure
1) that can act as an online research assistant
which will be openly available to researchers in eco-
nomics by using open-source fine-tuned models
with QLoRA and PEFT. For the chat module of the
system, RAG and Facebook AI Similarity Search
are employed as well as Langchain6’s loader li-
braries to allow users to load their own economics
paper of their own choice or choose one from the
provided database.

6http://langchain.com

http://langchain.com
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5. Conclusion

In conclusion, we introduced the LLaMA-2-Econ
model a QLoRA and PEFT-based model fine-tuned
for specific research tasks in the domain economics.
Our fine-tuned model performed well in executing
different research related tasks, as supported by
the metrics achieved against baseline and other
state-of-the-art model across various metrics. Our
model was also successful in generating reference-
like answers to academic questions related to eco-
nomics research. Overall, we conclude that smaller
adapted models with PEFT can be trained on small
set of domain specific papers to perform personal-
ized research tasks and obtain comparable results
to larger or more advanced models. The integra-
tion of QLoRA and PEFT in this study has also
shown that scaling large models to new tasks can
be more accessible, as it can reduce the need for
extensive computational resources. This, of course,
further democratizes the use of LLMs in the social
sciences, allowing more entities to fine-tune and
deploy state-of-the-art models for their specific re-
search needs.
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