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Abstract
To accurately assess the dynamic impact of a company’s activities on its Environmental, Social, and Governance
(ESG) scores, we have initiated a series of shared tasks, named ML-ESG. These tasks adhere to the MSCI guidelines
for annotating news articles across various languages. This paper details the third iteration of our series, ML-ESG-3,
with a focus on impact duration inference—a task that poses significant challenges in estimating the enduring
influence of events, even for human analysts. In ML-ESG-3, we provide datasets in five languages (Chinese, English,
French, Korean, and Japanese) and share insights from our experience in compiling such subjective datasets.
Additionally, this paper reviews the methodologies proposed by ML-ESG-3 participants and offers a compara-
tive analysis of the models’ performances. Concluding the paper, we introduce the concept for the forthcoming
series of shared tasks, namely multi-lingual ESG promise verification, and discuss its potential contributions to the field.
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1. Introduction

In recent years, the Environmental, Social, and
Governance (ESG) criteria have emerged as vital
measures for evaluating a company’s impact on
the world. These criteria not only inform investors
about the sustainability and ethical implications of
investing in a company but also help consumers
and employees align with organizations that share
their values. However, accurately assessing a com-
pany’s performance in these areas remains a com-
plex challenge, exacerbated by the dynamic and
multifaceted nature of ESG-related information. To
address this challenge, our research community
has initiated the ML-ESG series of shared tasks.

Given the increasing importance of ESG for ac-
counting departments and investors, many rating
companies have emerged, such as DJSI, CDP,
FTSE, MSCI, and Sustainalytics. In the ML-ESG
shared tasks series, we selected MSCI’s rating
standard for annotations on ESG-related news ar-
ticles. In ML-ESG-1 (Chen et al., 2023a), we ex-
plored the ESG Issue Identification task. In ML-
ESG-2 (Chen et al., 2023b), we focused on ESG
Impact Type Identification. After understanding the
issue (up to 44 aspects) and the type (opportunity
or risk), ML-ESG-3 goes a step further to infer the
impact duration. This task aims to estimate how
long the effects of certain events or actions taken
by a company will last, impacting its ESG scores.
It involves not only interpreting the immediate ef-
fects of an event but also predicting its long-term
consequences—something that even experienced

human analysts find challenging.
This paper presents an overview of ML-ESG-3,

including the datasets developed, and the insights
gained from compiling these datasets. ML-ESG-3
includes news articles in five different languages,
acknowledging the global nature of ESG issues
and the importance of diverse linguistic represen-
tation in ESG analysis. Moreover, we summarize
the methodologies proposed by participants in ML-
ESG-3, offering an analysis of their models’ per-
formance. Finally, we conclude with a discussion
on the next series of shared tasks, focusing on
multi-lingual ESG promise verification. This forth-
coming task is designed to further the field’s under-
standing of how companies’ promises regarding
ESG performance align with their actual actions
and impacts. By exploring the verification of these
promises across different languages, we aim to
enhance the transparency and accountability of
companies on a global scale.

2. Dataset

2.1. Guidelines

The MSCI guidelines delineate the timeline for im-
pact duration as follows: short-term is under 2
years, long-term is 5+ years, and medium-term
encompasses the period in between. Given that
all actions carry long-term consequences, the fol-
lowing advice is provided to avoid indiscriminately
assigning the label “long” to each time frame:
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Train Test
within 2 years 2 to 5 years longer than 5 years within 2 years 2 to 5 years longer than 5 years

Chinese 97 69 226 11 8 25
English 82 198 265 6 47 83
French 122 222 293 31 32 83
Korean 446 212 142 96 40 64
Japanese 15 7 5 291 167 715

Table 1: Statistics of impact duration dataset.

Train Test
High Medium Low High Medium Low

English 196 243 106 60 59 17
French 198 317 122 45 53 48

Table 2: Statistics of impact-level.

• Pay attention to any time indications within the
text, as these can serve as reliable indicators
of the intended duration, such as references to
political agendas or statements from scientists.

• Consider the subject matter of the sentence:
if the focus is on contract negotiations or diplo-
macy rather than the issue itself, it may be
appropriate to classify the paragraph as short-
term, despite potential long-term benefits or
harms.

• Recognize that some topics inherently imply
a specific impact duration based on common
sense. For issues that cannot be predicted
with absolute certainty, opting for a safe, neu-
tral mean or the most likely impact duration is
advisable.

• In the absence of explicit date references or
common-sense driven topics, focus on key-
words that indicate the type of issue being dis-
cussed or the nature of the debate, rather than
the overarching topic.

In addition to the impact duration, English and
French datasets provide additional impact-level an-
notations. Since evaluating the impact of an event
can be utterly subjective, to minimize this, here
are some pieces of advice to remain objective and
indications as to what could be considered low,
medium, and high impact.

• Take into consideration the broader issue at
stake and not only the discussed matter, to get
a better picture of the potential impact.

• Reference similar previous events as a bench-
mark.

• National or international events do not always
signify high impact. Decision-makers can take
small steps towards their goals, and these
should be assessed as such for the sake of
our shared task.

Train Test
Opputunity 462 105
Risk 229 66
Cannot distinguish 109 29

Table 3: Statistics of Korean impact type annota-
tions.

• The impact level may be adjusted according
to a balance of positive and negative impacts.
For example, a highly impactful/problematic
event may be partially resolved.

Korean is the new language of ML-ESG, and
impact-type labels are also provided at this time.
Please refer to our previous paper (Chen et al.,
2023b; Tseng et al., 2023) for more details.

2.2. Statistics
The Cohen’s Kappa coefficient (Cohen, 1960) for
datasets in Chinese, Korean, and Japanese yielded
values of 0.21, 0.26, and 0.31, respectively. This
variation underscores the challenges inherent in
inferring the duration of the impact. To ensure the
quality of the training and testing data, we exclu-
sively utilized instances from the Chinese dataset
that received uniform labels from the annotators.
Table 1 details the statistics of the annotation re-
sults. The distribution of impact levels and types
are presented in Tables 2 and 3, respectively. Ta-
ble 1 and 2 demonstrate that low impact duration
and length data are less abundant for the English
and French languages.

2.3. Challenges
This edition faced a double challenge due to the
previously mentioned nature of ESG news: unbal-
anced label distribution and annotation disagree-
ments. For the first issue, the detailed guidelines
guaranteeing a certain objectivity cannot ignore the
fact that annotators having different backgrounds
can still interpret the guidelines with a biased view,
adjusting the impact level and duration accordingly
during the annotation process. Thus, we accentu-
ated our efforts on both cross- and group reviews to
reach a high level of objectivity and coherence. For
the latter, as most of ESG-related actions carry rel-
atively long-term consequences with a medium to
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Best-Performing Method Paper
Chinese Longformer (Beltagy et al., 2020) Tseng et al. (2023)
English DeBERTa-v3 (He et al., 2023) Dakle et al. (2024)

French BERT (Devlin et al., 2019) & FinBERT (Araci, 2019)
GPT4 (OpenAI et al., 2024)

Banerjee et al. (2024)
Tian and Chenn (2024)

Korean XLM-RoBERTa (Conneau et al., 2020)
KF-DeBERTa (jeo, 2023)

Dakle et al. (2024)
Kim et al. (2024)

Japanese DeBERTaV3 (He et al., 2023)
XLM-RoBERTa (Conneau et al., 2020)

Dakle et al. (2024)
Abburi et al. (2024)

Table 4: Best-performing methods.

English French Korean Japanese
Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1

Jetsons_3 64.71% 52.47% LIPI_1 56.16% 49.19% Jetsons_1 70.00% 66.24% Jetsons_2 36.50% 25.60%
Team Tredence_3 66.18% 50.12% upaya_2 52.05% 48.73% 3idiots_1 67.50% 61.98% Drocks_1 36.30% 25.60%
LIPI_1 58.82% 49.62% French-_kaka_1 46.58% 47.42% 3idiots_3 67.50% 61.54% Jetsons_3 36.50% 25.50%
fin-turbo_2 69.12% 46.89% fin-turbo_1 56.16% 46.22% 3idiots_2 66.50% 61.02% kaka_1 34.90% 25.50%
Jetsons_1 61.03% 46.70% Drocks_3 50.00% 45.77% Team Tredence_2 64.00% 58.18% Team Tredence_1 43.10% 24.80%
Team Tredence_2 58.09% 45.45% Team Tredence_2 53.42% 45.66% Jetsons_3 64.00% 57.39% Drocks_2 34.40% 24.50%
upaya_3 60.29% 44.23% fin-turbo_3 48.63% 44.88% Drocks_3 62.50% 55.17% Albatross_1 31.90% 23.70%
Drocks_2 59.56% 44.14% fin-turbo_2 57.53% 43.35% kaka_1 56.00% 52.94% Drocks_3 32.70% 23.40%
CriticalMinds_3 65.44% 43.86% Drocks_1 50.00% 43.31% Team Tredence_3 57.50% 52.36% Team Tredence_2 39.90% 21.80%
Drocks_1 58.82% 43.37% upaya_1 46.58% 42.86% Team Tredence_1 59.50% 51.58% Jetsons_1 30.90% 21.50%
Drocks_3 57.35% 43.01% Drocks_2 49.32% 42.52% fin-turbo_3 65.50% 51.26% LIPI_3 27.90% 19.20%
CriticalMinds_1 64.71% 42.81% Jetsons_3 54.11% 42.23% Drocks_2 57.50% 48.39% LIPI_1 29.90% 18.60%
upaya_1 57.35% 42.75% Team Tredence_3 49.32% 40.54% Drocks_1 60.50% 48.02% Team Tredence_3 29.90% 18.00%
DICE_2 55.88% 42.53% Team Tredence_1 41.78% 39.70% fin-turbo_1 65.00% 47.32% LIPI_2 24.30% 16.10%
Jetsons_2 56.62% 42.28% Jetsons_1 47.95% 37.06% fin-turbo_2 64.50% 47.30% ABC_1 18.90% 11.80%
CompLx_1 56.62% 42.07% SamNLP_2 43.84% 36.84% FIT_2 61.50% 43.98% IMNTPU_2 11.90% 7.10%
SamNLP_2 57.35% 41.94% LIPI_3 37.67% 36.41% FIT_1 52.50% 43.82% IMNTPU_1 11.10% 5.00%
MLG-TRDDCPune_1 52.21% 41.75% Jetsons_2 46.58% 34.62% Jetsons_2 42.00% 38.11%
MLG-TRDDCPune_3 52.21% 41.75% DICE_1 34.93% 34.45% FinNLP_1 49.00% 36.87%
MLG-TRDDCPune_2 52.21% 41.75% SamNLP_1 46.58% 33.70% FinNLP_2 49.50% 36.75%
CriticalMinds_2 59.56% 41.53% CriticalMinds_3 54.11% 32.88% FinNLP_3 49.00% 36.47%
LIPI_3 52.21% 40.73% CriticalMinds_2 46.58% 32.19% LIPI_1 3.50% 4.38%
fin-turbo_3 61.76% 40.35% upaya_3 41.10% 32.09%
fin-turbo_1 58.82% 39.83% CriticalMinds_1 54.79% 30.33%
SamNLP_1 61.76% 39.59% LIPI_2 41.10% 30.02%
FinTwin_1 62.50% 38.90%
Team Tredence_1 61.03% 38.74%
upaya_2 51.47% 38.55%
DICE_3 55.15% 37.84%
DICE_1 44.85% 37.07%
kaka_1 52.94% 36.36%
LIPI_2 50.00% 32.70%

Table 5: Performance — Impact Duration.

high impact on society and industries, a substantial
analytical work was conducted to reveal which top-
ics and impact type could entail a low impact level
and/or low impact duration in order to obtain quality
datasets. Overcoming these challenges evidences
the necessity to assist human analysts.

3. Methods

A total of 12 teams share their methods in ML-ESG-
3. We show the best-performing method in Table 4,
and provide an overview of participants’ methods
in this section.

3.1. Impact Duration
In the Korean subtask of the ML-ESG-3 challenge,
two teams, Jetsons (Dakle et al., 2024) and 3id-
iots (Kim et al., 2024), showcased strategies for
improving ESG impact duration prediction accu-
racy amidst challenges like class imbalance and
data scarcity. The Jetsons team led the field by
implementing a data augmentation strategy that uti-
lized self-training with supplementary English and

French ESG articles to generate pseudo labels,
thus enriching their training dataset. This approach,
coupled with the fine-tuning of an XLM-RoBERTa
model (Jetsons_1) (Conneau et al., 2020) , show-
cased the effectiveness of integrating sophisticated
language models with data augmentation to im-
prove multilingual ESG impact duration predictions.
The 3idiots team distinguished themselves with
a semi-supervised learning (SSL) approach, uti-
lizing a finance-specialized pre-trained language
model, KF-DeBERTa (jeo, 2023), along with ad-
vanced data augmentation techniques (Wei and
Zou, 2019). By enriching their dataset with unla-
beled ESG-related news articles, they achieved sig-
nificant results, illustrating the potential of SSL and
domain-specific models in enhancing NLP tasks
with limited labeled data.

In the Japanese impact duration subtask, both
Jetsons_2 (Dakle et al., 2024) and Drocks_1 (Ab-
buri et al., 2024) achieved first place with the
highest Macro F1 score. Dakle et al. (2024)
implemented three strategies in the Japanese
subtask: the English translation approach (Jet-
sons_2), the ensemble approach (Jetsons_3), and
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the fine-tuned multilingual model approach (Jet-
sons_1). For the English translation approach,
Japanese texts were translated into English us-
ing the Google API, followed by a fine-tuning of
the DeBERTa-v3-small model (He et al., 2023) on
the class labels using the translated text. In the
ensemble approach, they combined three mod-
els: XLM-RoBERTa, Longformer, and DeBERTa.
The comparative results indicated that both the En-
glish translation and ensemble approaches outper-
formed the fine-tuned multilingual model approach,
which was based on XLM-RoBERTa. Abburi et al.
(2024) employed a data augmentation approach
based on English text translated using the DeepL
service, augmented with PEGASUS and GPT-mix,
and then translated back into Japanese. They also
trained an ensemble model that combined trans-
formers (XLM-RoBERTa), CNN, and Voyage AI em-
beddings. It is noteworthy that a common charac-
teristic of both teams was their reliance on English
translation.

3.2. Impact Level
In the English impact duration and level sub-
tasks, Jetsons_3 and Jetsons_1 (Dakle et al.,
2024), respectively, proposed the best perform-
ing model with the highest Macro F1 score, while
LIPI_1 (Banerjee et al., 2024) acheived the best
score for the French impact duration task and
kaka_1 (Tian and Chenn, 2024) for the French im-
pact level task.

To handle multilingual datasets with relatively low
volume and issues of label imbalance, most par-
ticipants translated all datasets into English using
tools like DeepL and Google Translate and explored
data augmentation techniques using recent LLMs
(e.g. GPT, Gemini, T5) to generate more sam-
ples. Those efforts on the dataset show improve-
ments in some cases (Banerjee et al., 2024) (Dakle
et al., 2024) but not in others (Atanassova et al.,
2024). This observation indicates that processing
ESG-related information seems to be language-
dependent, so that it requires a strategy deter-
mining the relevance of data to each specific lan-
guage (Dakle et al., 2024).

Most participants largely explored pre-trained
transformer-based models, particularly, BERT,
RoBERTa, DeBERTa and Longformer, by fine-
tuning them on the ESG dataset. We observe that
training various transformer models separately and
subsequently combining them through an ensem-
bling process has proven to yield the best results
in impact duration and level classification (Yang
and Rong, 2024) (Kao et al., 2024) (Bougiatiotis
et al., 2024) (Dakle et al., 2024). An alternative ap-
proach involves fine-tuning Mistral-7B on a dataset
generated by GPT-4, which contains articles along
with information on the impact level, length, and

rationale behind the classification (Rajpoot et al.,
2024).

Another approach relies on classical machine
learning classification algorithms such as Random
Forest, XGBoost and KNN, which have shown
less optimal performance in theses tasks due
to challenges related to data imbalance (Shetty,
2024) (Atanassova et al., 2024).

3.3. Impact Type
Building upon their successful semi-supervised
learning (SSL) approach for predicting ESG impact
duration, the 3idiots team (Kim et al., 2024) applied
a similar methodology to classify the impact type
of ESG-related events on companies. Employing
the same finance-specialized pre-trained language
model, KF-DeBERTa (jeo, 2023), the team enriched
their dataset with additional unlabeled ESG news
articles, paralleling their strategy in the impact dura-
tion challenge. Through the use of advanced data
augmentation techniques, including both weak (Wei
and Zou, 2019) and strong augmentations, they ef-
fectively leveraged the model’s capabilities to cap-
ture domain-specific nuances.

4. Performances

4.1. Impact Duration
Table 5 shows the performance of the official eval-
uation of participants’ models.

In Korean Impact Duration, the application of ad-
vanced NLP models, notably KF-DeBERTa (jeo,
2023) and XLM-RoBERTa (Conneau et al., 2020),
showcased exemplary performance among en-
coder models such as FinBERT (Araci, 2019),
BERT (Devlin et al., 2019), and so on. Particu-
larly, the integration of semi-supervised learning
(SSL) (Tarvainen and Valpola, 2018) and diverse
augmentation strategies (Wei and Zou, 2019; Lee
et al., 2023) played a crucial role, enhancing model
robustness and comprehension of ESG-related
news articles, thereby leading to superior outcomes
in classification tasks. Moreover, a noteworthy inno-
vation was observed from a team (Yun Hyojeong
and Son, 2024) employing GPT-4 (OpenAI et al.,
2024), which diverged from traditional method-
ologies by leveraging prompting and dynamic in-
context learning without direct model fine-tuning on
the provided datasets. This approach highlighted
how advanced generative language models can
understand and tackle specialized area.

Banerjee et al. (2024)1 proposed an English
translation approach using Google Translate for the
Japanese subtask and augmented the translated
dataset with a T5-based model. They utilized the

1Their team ID is “LIPI.”
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English French
Micro-F1 Macro-F1 Micro-F1 Macro-F1

Jetsons_1 65.44% 60.90% kaka_1 63.70% 63.29%
Team Tredence_3 58.09% 57.69% upaya_1 58.22% 56.78%
LIPI_1 60.29% 56.57% upaya_2 58.22% 56.69%
Jetsons_2 60.29% 56.51% Team Tredence_3 54.79% 53.80%
Team Tredence_2 59.56% 56.16% Team Tredence_2 50.00% 51.06%
DICE_2 55.88% 55.27% Drocks_1 48.63% 48.81%
DICE_3 58.82% 55.08% Drocks_2 48.63% 48.70%
Drocks_1 57.35% 55.03% LIPI_2 48.63% 48.30%
IMNTPU_2 58.82% 55.03% Team Tredence_1 47.95% 47.56%
DICE_1 55.15% 53.11% IMNTPU_1 47.26% 47.16%
CompLx_1 60.29% 51.88% DICE_1 49.32% 44.80%
LIPI_2 58.09% 51.48% Drocks_3 43.15% 42.90%
LIPI_3 56.62% 51.42% LIPI_3 41.78% 40.45%
kaka_1 51.47% 51.07% SamNLP_2 43.15% 38.00%
Drocks_2 53.68% 48.65% CriticalMinds_2 39.04% 37.96%
upaya_1 54.41% 48.40% upaya_3 42.47% 37.64%
Team Tredence_1 50.00% 48.10% SamNLP_1 42.47% 37.63%
MLG-TRDDCPune_3 52.21% 47.78% IMNTPU_2 37.67% 34.46%
Drocks_3 52.21% 46.41% LIPI_1 41.10% 26.89%
SamNLP_2 50.74% 46.30% CriticalMinds_3 36.30% 26.21%
upaya_3 51.47% 46.09% CriticalMinds_1 36.30% 22.48%
upaya_2 53.68% 45.93%
SamNLP_1 52.21% 45.24%
MLG-TRDDCPune_1 49.26% 44.74%
MLG-TRDDCPune_2 50.00% 43.95%
FinTwin_1 50.00% 43.55%
CriticalMinds_1 47.06% 43.16%
CriticalMinds_3 45.59% 40.64%
CriticalMinds_2 42.65% 39.59%
IMNTPU_3 19.12% 17.22%
IMNTPU_1 18.38% 15.54%

Table 6: Performance — Impact Level.

pretrained BERT-base multilingual uncased model
for content concatenated with the impact type fea-
ture and classified it using a linear layer. Kao et al.
(2024)2 also employed the BERT-base multilingual-
cased model for the Japanese subtask and aug-
mented the dataset using GPT-3.5-turbo. Shetty
(2024) explored the efficacy of various classifiers
using the scikit-learn library and demonstrated that
the decision tree approach was effective for the
Japanese subtask. One reason for the comparative
deficiency in performance against the top teams
appeared to be their lack of use of state-of-the-art
pretrained models such as DeBERTa-v3-xsmall or
XLM-RoBERTa.

4.2. Impact Level
Table 6 shows the performance of participants’
methods on the impact level task.

4.3. Impact Type
Table 7 shows the results of the impact type task
in the Korean dataset.

2Their team ID is “IMNTPU.”

Micro-F1 Macro-F1
3idiots_3 84.00% 79.85%
FIT_2 81.50% 76.13%
Team Tredence_2 82.50% 75.95%
3idiots_2 81.50% 73.98%
3idiots_1 80.50% 73.43%
Team Tredence_1 80.00% 73.17%
Team Tredence_3 80.00% 71.76%
FIT_1 78.50% 64.46%
FinNLP_2 79.50% 62.46%
FinNLP_3 79.50% 62.46%
FinNLP_1 79.50% 62.46%
kaka_1 63.00% 55.53%
LIPI_1 64.00% 45.53%

Table 7: Performance — Impact Type

In the MLESG-3 shared task, the approaches
to the Korean Impact Type mirrored those of the
Korean Impact Duration, leveraging advanced NLP
models such as KF-DeBERTa (jeo, 2023) with
consistent effectiveness. This parallel strategy
was reinforced by the adoption of semi-supervised
learning (SSL) (Tarvainen and Valpola, 2018) or
data augmentation, enhancing both tasks. Further-
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more, the use of GPT-4 (OpenAI et al., 2024) by a
team (Yun Hyojeong and Son, 2024) showcased
in-context learning and prompting techniques, prov-
ing that specialized tasks like Impact Type classi-
fication can achieve significant outcomes without
conventional fine-tuning.

5. Verifying Virtue — Promise
Verification

In the ML-ESG shared tasks series, we focus on an-
alyzing news articles from various countries to un-
derstand ESG-related events, thereby dynamically
scoring a company’s ESG performance based on
third-party news. To advance our research, the up-
coming shared tasks series will concentrate on the
ESG-related promises made by companies. This
series will encompass tasks such as (1) identify-
ing ESG-related promises, (2) linking evidence to
these promises, (3) determining the type of promise-
evidence relationship, and (4) inferring the timing
for verifying these promises. Our goal is to con-
tinue enhancing our multilingual and cross-country
datasets.

For the forthcoming series, participants are en-
couraged to utilize ML-ESG datasets to improve
their task performances. For instance, the dataset
from ML-ESG-1 can aid in understanding the types
of promises, which is crucial for the promise-
evidence type task. Similarly, the ML-ESG-3
dataset can be instrumental in inferring the duration
of events, a key factor in the task of verifying timing
inference.

6. Conclusion

In the ML-ESG series of shared tasks, we have
explored three tasks for dynamically scoring a com-
pany’s ESG score based on news articles. ML-
ESG-3, in particular, introduced the challenge of
inferring the duration of impacts. Unlike ESG is-
sue identification (ML-ESG-1) and impact type (ML-
ESG-2), the impact duration (ML-ESG-3) is much
more subjective, evidenced by low agreements in
the annotation results across different languages.
The performance in ML-ESG-1 and ML-ESG-2 is
significantly better than in ML-ESG-3. Based on
participants’ findings, we observe that pre-trained
LMs and LLMs perform well in well-defined tasks
but still face challenges with this kind of subjec-
tive task. Thus, one of our suggestions is for ESG
scoring companies to share more details about the
assessment results of experts’ discussions and ex-
periences. This would help make the process more
transparent and increase the possibility of models
performing the task automatically.

Furthermore, we reveal our plan for the next
shared task series, which focuses on multi-lingual

ESG promise verification. This future direction
promises to further refine our understanding of cor-
porate ESG performance, enhancing transparency
and accountability across languages and borders.
We hope the ML-ESG task series will contribute to
promoting sustainability and equity in the financial
sector.
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