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Abstract
Since the United Nations defined the Sustainable Development Goals, studies have shown that these goals are
interlinked in different ways. The concept of SDG interlinkages refers to the complex network of interactions
existing within and between the SDGs themselves. These interactions are referred to as synergies and trade-offs.
Synergies represent positive interactions where the progress of one SDG contributes positively to the progress
of another. On the other hand, trade-offs are negative interactions where the progress of one SDG has a
negative impact on another. However, evaluating such interlinkages is a complex task, not only because of
the multidimensional nature of SDGs, but also because it is highly exposed to personal interpretation bias and
technical limitations. Recent studies are mainly based on expert judgements, literature reviews, sentiment
or data analysis. To remedy these limitations we propose the use of Small Language Models in addition
of an advanced Retrieval Augmented Generation to distinguish synergies and trade-offs between SDGs. In
order to validate our results, we have drawn on the study carried out by the European Commission’s Joint Re-
search Centre which provides a database of interlinkages labelled according to the presence of synergies or trade-offs.

Keywords: United Nations (UN), Sustainable Development Goals (SDGs), Small Language Models (SLMs), Retrieval
Augmented Generation (RAG), Mistral, Orca 2, Phi-2, Generative Query Reformulation (GenQR), Context Aware
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1. Introduction

In 2015, the agenda dedicated to sustainable de-
velopment was adopted by all 193 member states
of the United Nations (UN)(United Nations and De-
velopment, 2015). A set of 17 Sustainable Devel-
opment Goals (SDGs) was defined and reported in
Table 1. The establishment of these 17 SDGs, bro-
ken down into 169 targets and 232 indicators, would
have us isolate all these elements as if, in theory, no
interlinkages were possible between the economic,
social and governance dimensions. As an example,
assuming SDG3 Good Health and Well-being and
SDG12 Responsible Consumption and Production,
there is no clear assessment if these SDGs present
synergies or trade-offs. In other words, would hav-
ing a positive impact on SDG3 also mean having
a positive impact on SDG12 and vice versa? At
a first glance, having a positive impact on SDG12
seems to have a positive impact on the health and
well-being of populations. However, if we improve
SDG12 on responsible consumption and produc-
tion, carbon footprint can go down also. In that
case, this might lead to a trade-off with SDG13 Cli-
mate Action and with SDG7 Affordable and Clean
Energy. Obviously, this reasoning is based on per-
sonal beliefs that are unique to each individual and
is therefore, by definition, subject to personal bias.
The complexity of these interlinkages is all the more
true if we opt for a finer granularity by appealing

to the SDGs targets. In this case we have a com-
bination of potential 14196 interlinkages. It is all
the more essential to obtain an overview of these
interlinkages to give policy-makers all the trans-
parency to make the right decisions to successfully
implement these objectives. Understanding the
range of positive and negative interlinkages among
the SDGs is the key to unlocking their full potential
while ensuring that progress in some dimensions
does not have a negative impact on others(noa,
2017). Hence, this paper introduces a method ca-
pable to automatically distinguish synergies and
trade-offs in the interlinkages of SDGs using Small
Language Models (SLMs) thanks to their cognitive
capacities. In particular, we are interested in repro-
ducing results established by experts in scope of a
research(European Commission. Joint Research
Centre., 2023) which is part of KnowSDGs1 and
carried out by the European Commission’s Joint
Research Centre (JRC). The database provided in
this study brings together a number of interlinkages
at goals and targets levels. For many months now,
the research on Large Language Models (LLMs)
has continued to progress. Transformers architec-
ture(Vaswani et al., 2017) were considered to be
LLMs regardless of the number of training param-
eters included in them. We used them mainly for
their cognitive capacities but also and above all for
their vast knowledge since they were trained on

1https://knowsdgs.jrc.ec.europa.eu
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impressive volumes of data. However, since the re-
search carried out by Microsoft(Eldan and Li, 2023),
a distinction can be made between LLMs and SLMs.
We can therefore consider as an SLM an LLM with
a far smaller number of parameters, several hun-
dred billion against a few billion. SLMs are not used
for their knowledge, but rather for their impressive
cognitive capacities given their small size. Recent
advances in Generative AI (GenAI) have opened
up new possibilities in the field of SLMs which are
now used in a multitude types of tasks. In this
paper, we promote the use of SLMs to replicate
the results obtained in JRC’s study. The obtained
results shows their ability to distinguish synergies
and trade-offs between SDGs targets. This type
of usage can be industrialised, but is also made
close through with the help of a relevant context,
since such an analysis must be carried out given
a specific environment (e.g. political, economic,
geographical)(Le Blanc, 2015). Our contribution to
scientific research in relation to these SDG themes
can be broken down into four areas:

• An innovative methodology, based on the use
of SLMs and an advanced RAG (Retrieval Aug-
mented Generation) (Lewis et al., 2021) work-
flow, to distinguish synergies and trade-offs
between SDGs targets in a set of documents

• An open architecture that can be replicated by
research teams or companies while still having
access to infrastructure with limited computing
and hardware power and hosted internally for
governance reasons

• An implementation of the aforementioned ar-
chitecture using Mistral 7b (Mistral)(Jiang et al.,
2023), Orca 2 7b (Orca)(Mitra et al., 2023), Phi-
2 2.7b (Phi)(Javaheripi et al., 2023)

• A comparative analysis of our results based on
the study carried out by the European Commis-
sion(European Commission. Joint Research
Centre., 2023)

The structure of the paper is organized as follows:
Section 2 provides an overview of related work. Our
method, called BLU-SynTra is described in Sec-
tion 3. Then, details of the validation set used to
confirm our results are presented in Section 4, com-
parative analysis and the results we achieved are
presented in Section 5. Lastly, Section 6 provides
concluding remarks on the conducted research
and suggests potential enhancements for future
research.

2. Related Work

In 2015, when SDGs were conceptualized by the
UN, research topics related to the identification

SDG Description
SDG1 No Poverty
SDG2 Zero Hunger
SDG3 Good Health and Well-being
SDG4 Quality Education
SDG5 Gender Equality
SDG6 Clean Water and Sanitation
SDG7 Affordable and Clean Energy
SDG8 Decent Work and Economic Growth
SDG9 Industry, Innovation and Infrastructure
SDG10 Reduced Inequalities
SDG11 Sustainable Cities and Communities
SDG12 Responsible Consumption and Prod.
SDG13 Climate Action
SDG14 Life Below Water
SDG15 Life on Land
SDG16 Peace, Justice and Strong Institutions
SDG17 Partnerships for the Goals

Table 1: The 17 Sustainable Development Goals

of connections between the SDGs began to ap-
pear(Le Blanc, 2015). The identification of con-
nections between SDG targets is carried out on
the basis of a manual semantic analysis by deter-
mining that if two targets refer to the same global
concept, they can be assumed to be interlinked.
Obviously, this method is highly exposed to fluc-
tuations in human interpretation. In 2017, the In-
ternational Council for Science (ICSU)(noa, 2017)
published a report to explore the nature of inter-
linkages between SDGs. The evaluation method is
based on assigning manually a score to quantify the
interlinkages. Therefore, this evaluation is based
on expert opinion and a review of the literature. At
European level, in 2019, the European Commis-
sion’s Joint Research Centre (JRC) published a
first version of a research(European Commission.
Joint Research Centre., 2019) highlighting interlink-
ages in order to ensure policy coherence in relation
to the SDGs, based on a literature review. Here-
after, more and more related research has been
carried out (Bali Swain and Ranganathan, 2021;
Fariña García et al., 2021; Dawes, 2022; Dawes
et al., 2022; Song and Jang, 2023). Use of new
methods, like analysis methods based on corre-
lation networks or semantic analysis networks, to
determine interlinkages between SDGs are being
used. These research does not attempt to distin-
guish, from a qualitative point of view, the interlink-
ages type when they are actually present. In 2023,
the JRC published a new research(European Com-
mission. Joint Research Centre., 2023) to review
the progress of work on the existence of synergies
or trade-offs in interlinkages between SDGs in dif-
ferent contexts. Based on this work, a database
of interlinkages is established through a literature
review. This database provides the community with
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a list of 18780 interlinkages, each qualified as a
synergy or a trade-off alongside the method used
to assert it. As highlighted previously, past work
mainly relies on experts judgments, literature re-
view or data analysis methods to explore SDG inter-
linkages. As the current state of the art(Issa et al.,
2024) does not refer to a methodology based on
SLMs to qualitatively distinguish the type of inter-
linkages, our research aims to explore the potential
benefit of such models.

3. Method

3.1. BLU-SynTra overview

The overall process of BLU-SynTra consists of adap-
tation and combination of different methods and
practices as represented in Figure 1. They are also
detailed in the following sub-sections. The first
building block in the figure is Optimised data index-
ing. This block takes as input a set of documents
related to various studies or reports, where interlink-
ages (i.e. synergies or trade-offs) between SDGs
are explained and validated by experts. These
documents are then handled by an unstructured
data ingestion mechanism to extract the information
they contain. Then, a series of processing steps
create chunks, using a parent-child strategy and
static thresholds to divide up the information. These
chunks are then summarised using a SLM (Mistral,
Orca and Phi) to retrieve their meaning by reducing
their context size. Chunks were later incorporated
into a vector database using the best performing
model at the time of our research to perform Se-
mantic and Textual Similarity (STS) operations (on
the basis of information established by the Massive
Text Embedding Benchmark (MTEB)2).

The next building block is Information Retrieval
whose aim is to contextualize a user query given
as input about interlinkages based on the pre-
viously indexed document using RAG (Retrieval
Augmented Generation). Advanced RAG meth-
ods(Gao et al., 2024) like Generative Query Re-
formulation (GenQR)(Wang et al., 2023b), Con-
text Aware Query Rewriting (CAR)(Anand et al.,
2023), Reciprocal Rank Fusion (RRF)(Cormack
et al., 2009) have been used to maximise the final
results of our research. Finally, Distinguish inter-
linkages relies on the extracted context to apply
common sense reasoning and understanding of lan-
guage capabilities offered by SLMs to distinguish
synergies and trade-offs in interlinkages available
in our validation set using Zero-Shot (ZS)(Brown
et al., 2020) classification.

2https://hf.co/spaces/mteb/leaderboard

3.2. Optimised data indexing

3.2.1. Ingest unstructured data

When processing unstructured data, the challenge
is to extract the contained elements as faithfully as
possible to avoid any analysis errors.

Let’s define D as the set of documents used in
our research:

D = {d1, d2, . . . , dn}

Within each di, we assume the elements e:

di = {ei1, ei2, . . . , eimi
}

Where i is the index of the document within the
set D and mi is the number of textual elements in
document di.

To achieve this, we used the well known unstruc-
tured 3 library that includes an OCR model to seg-
ment a document and extract its content. At this
stage of the process, our aim was not to extract
any information that has already been chunked or
organised, but only to extract eimi

as represented
in the original di document excluding images and
tables. This results in a set of elements of different
element types (e.g. title, page_break, footer, etc.).
To focus only on information having semantic value,
only NarrativeText typed elements are kept. They
consist of text composed of at least two sentences.
Assuming narrative(di) ⊂ di is only the remaining
NarrativeText elements of di, we refine D as D′:

D′ = {narrative(di)}, di ∈ D

3.2.2. Chunking elements in parent-child

Once narrative text is extracted, it is essential
for our solution to conserve the related context
and meanings. We have decomposed each el-
ement eij using a parent-child strategy in which
the elements can be made up of several parents
p and several smaller children c implemented in
the RecursiveCharacterTextSplitter function from
LangChain4. This text splitter is suggested for gen-
eral text and it uses a list of default separators
(i.e. \n\n, \n, space, char), aiming to maintain para-
graphs, then sentences, and finally words together
as much as possible since they are viewed as the
most semantically connected elements. The max-
imal chunk_size parameters for parents and chil-
dren have been set to 4096 and 2048 respectively
based on the maximum window context size of the
SLMs we used. We can therefore establish that
each element eij can be represent as the set of
children: childeij =

⋃
p∈Pi,j

{pk} with Pi,j is the set

3https://github.com/unstructured-io/unstructured
4https://python.langchain.com
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Figure 1: BLU-SynTra overview

of parents derived from eij and pk is the k-th child
of the parent p.

As a result, we define the whole set of children
to represent the original set of documents D as:

C =
⋃

d∈D′,eij∈d

childeij

3.2.3. Summarize chunks

Advanced RAG methods promotes the principle
of summarization to improve the ability of LLMs
to understand key information, particularly when
dealing with extensive texts(Gao et al., 2024). BLU-
SynTra thus includes such processing as well.

Creating informative summaries based on a
longer text is a quite complex, unlike summarising
smaller texts, which justifies our previous break-
down in section 3.2.2.

Each c ∈ C is summarized using the dif-
ferent SLMs. sma

c is the generated summary
for c using the SLM a ∈ SLM with SLM =
{Mistral, Orca, Phi} resulting in the full summa-
rization of all documents:

Smc =
⋃
c∈C

sma
s(c), a ∈ {SLM}

At the end of the generation process we have a
set of 15009 summaries (5003 for each SLM).

The SLMs are conditioned to produce summaries
as faithful and consistent as possible with our vari-
ous c ∈ C in order to minimise errors in the following
way:

Please provide a summary of the follow-
ing text. Ensure the summary is clear,
coherent, and faithful to the content of the
original text.
Text: < c >

For a clearer understanding of how this summary
stage works, we have appended an example A of
a randomly selected child c and the corresponding
summary Smc produced. To remain as neutral as
possible, we did not modify the parameters within
the SLMs (e.g. temperature, top_p) and used the
same prompt for each of them.

3.2.4. Embeddings creation and storage

Once summaries are created, they are stored
as embeddings to enable easy comparison be-
tween them. BLU-SynTra relies on the Universal
AnglE Embedding(Li and Li, 2023) in Large-V1
version(UAE-Large-V1)5 as the embedding model.
At the time of this research, this is the most ad-
vanced model to perform STS operations in En-
glish. Given the technical specificities of the model,
chunks are embedded in 1024-long vector. All vec-
tors are stored in chroma6. Default use of the Hi-
erarchical Navigable Small World (HNSW)(Malkov
and Yashunin, 2020) method in chroma, coupled
with the use of the cosine function to perform similar-
ity operations allows us to retrieve the appropriate
information. In chroma’s documents field, we have

5https://hf.co/whereisai/uae-large-v1
6https://docs.trychroma.com
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stored all the Smc summaries along side the child
c used to create them, their relative parent p and
the source document di as metadata. Each Smc

is so associated with a vector representation noted
vSmc :

vSmc
=


vSmc1

vSmc2

...
vSmc1023

vSmc1024


3.3. Information retrieval

3.3.1. Query reformulation

To retrieve information, we generate a query. As-
suming an initial query q, the objective is to deter-
mine if there are synergies or trade-offs between
SDG targets, as for instance:

q: Are there synergies or trade-offs be-
tween SDG targets 17.11 and 10.7?

As the formulation of a query to a generative AI
model can have a significant impact on the final
classification result, the principle of reformulation
is widespread in Information Retrieval (IR) prob-
lems and is used to counter problems linked to a
more or less extensive vocabulary. To optimise
our results, we used existing reformulation mecha-
nisms(Wang et al., 2023b; Anand et al., 2023). On
the one hand, a reformulation noted as GenQ is
solely based on the cognitive capacities of SLMs.
On the other hand we also define GenQCAR as a
reformulation based on particular context related
to the SDG targets helping SLMs in their reformu-
lation task. While GenQ reformulation simply refor-
mulates and expands q, the GenQCAR approach
enriches knowledge by providing it with the defini-
tions of synergy and trade-off as defined in the JRC
study as well as the definitions of the two targets
as defined by the UN7. In the case of GenQCAR,
the additional information made available to the
SLMs is transmitted to it when q is reformulated
using a prompt B specifically written for this pur-
pose. In the appendix C, two examples of GenQ
and GenQCAR are given and have been derived
using q mentioned earlier. A higher vocabulary rich-
ness can be observed in the case of GenQCAR,
but also and above all the use and understanding
of the terms synergy and trade-off in accordance
with the definitions given by the JRC.

P denotes the reformulation process and can
therefore define for each q the process:

P (q) = {GenQ(q), GenQCAR(q)}

7https://unstats.un.org/sdgs/metadata

During the IR step, we obtained a set of results
for which we retrieve the 10 most similar items by
query, defined as follows:

Rtotal(q) = Rq ∪RGenQ(q) ∪RGenQCAR(q)

3.3.2. Re-rank result sets

When retrieving information from Rtotal, the result
is a set of elements associated with cosine sim-
ilarity scores in Ri. In order to identify the most
recurrent documents in Rtotal, we used the Recip-
rocal Rank Fusion (RRF)(Cormack et al., 2009)
method. In contrast to individual ranking methods,
the authors have shown that the RRF method is
capable of consistently obtaining better results than
the standard Condorcet Fuse method(Montague
and Aslam, 2002). RRF weights each document
in Ri with the inverse of its position on the rank. It
thus gives preference to documents at the top of the
rank and penalizes documents below the top of the
rank. In addition, this approach is unsupervised,
that is also a significant advantage to be applicable.
RRF therefore sort our set Rtotal according to a
scoring formula based on a set of rankings Ri:

RRFscore(r ∈ Rtotal) =
∑
r∈Ri

1

k + r(d)
(1)

with r(d) the rank of document d and k a parame-
ter, set to k = 60 as suggested in the original paper
of RRF (Cormack et al., 2009).

Finally, the document with the highest score is
considered to be the most appropriate given the
queries formulated in the previous step. Thanks to
what we have seen in section 3.2.4, this enables us
to identify the associated p and refer to as the most
relevant context to be used by the SLM to carry out
the classification step.

3.4. Distinguish interlinkages
To be able to distinguish the interlinkages type be-
tween the two targets concerned, we decided to
use a Zero-Shot (ZS)(Brown et al., 2020) classifi-
cation. We used ZS by augmenting the knowledge
of the model with the definitions of synergy and
trade-off as defined in the JRC study and also with
the most relevant context retrieved in the previous
step. Thanks to context augmentation, the knowl-
edge of SLMs is increases and enables performing
reasoning tasks and thus determine, in the given
context, the type of interlinkages present between
the two targets. The fact that we add in our prompt
some more detailed background information (i.e.
most relevant context) as well as the definitions
of the two classes to be classified (i.e. synergy
and trade-off) improves the accuracy of the pre-
dictions(Wang et al., 2023c). We have define the
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prompt detailed in appendix D to carry out this op-
eration. In addition to the classification, we request
a justified explanation for the underlying reasoning
behind it. Such kind of explanation could be made
available to a decision-maker to obtain all the trans-
parency needed to understand these interlinkages.
To illustrate this process, an example of output is
given in appendix E resulting from the classification
between targets 6.a and 10.b of our validation set.

We could have implemented methods like
Zero-Shot Chain of Thought (ZS-CoT)(Kojima
et al., 2023) or Clue And Reasoning Prompting
(CARP)(Sun et al., 2023). These methods, used
to classify texts using LLMs, compensates for the
models’ lack of reasoning capacity by adopting a
progressive reasoning strategy to overcome these
limitations in complex environments. However, the
related literature highlights that the added value of
such methods, based on progressive reasoning,
is correlated with the size of the model used. In
our case, by the limited size of the number of pa-
rameters in our SLMs, the added value in terms of
reasoning is not significant and would negatively
increase classification processing time.

4. Experimental setup

4.1. Selected SLMs
We chose three SLMs which considered to be the
most common from the state-of-the-art at the time
of our research. We also selected multiple models
for comparative analysis rather than pre-selecting
one. However, they are used independently and
can be interchanged. In other words, BLU-SynTra
used in production would rely on the use of the
SLM that exhibits the most efficient summarisation
behavior, as discussed in section5:

• Mistral 7b(Jiang et al., 2023) - Designed to
use Grouped-Query Attention (GQA)(Ainslie
et al., 2023) and Sliding Window Attention
(SWA)(Beltagy et al., 2020)(Child et al., 2019).
The use of GQA and SWA allows us to signif-
icantly accelerate the inference speed while
reducing the memory required for the decoding
phase. This choice is particularly well suited to
infrastructures with limited computing power.

• Orca 2 7b(Mitra et al., 2023) - Based on the
architecture of Llama-2(Touvron et al., 2023).
This version 2 of Orca has the advantage of
employing a varied number of reasoning tech-
niques (e.g. step-by-step, recall then generate,
recall-reason-generate, etc.) while being able
to choose the right method for a given task.

• Phi-2 2.7b(Javaheripi et al., 2023) - Builds on
the work of the previous version, Phi1.5(Li

et al., 2023). This version currently shows
similar or better cognitive performance than
models with 13b parameters or less. While its
parameter size is more than half that of the two
previous SLMs, its main innovation lies in the
use of textbook-quality data(Gunasekar et al.,
2023) and the addition of new synthetic data.
This new version uses an innovative method
of knowledge transfer to accelerate its train-
ing speed while delivering superior benchmark
scores compared to the previous version.

4.2. Validation set
As stated earlier, we rely on the database provided
by the JRC serves. Since this database is the re-
sult of work carried out by multiple JRC experts
to avoid individual bias. We thus consider this
database enough accurate to serve as a valida-
tion set. At the SDG target level, there is a total
of 10614 interlinkages but only 5715 are unique.
There are 80.5% synergies, 10% trade-offs and
9.5% not specified resulting in a significant imbal-
ance between classes. For the remainder of our
research, only interlinkages specifically associated
synergy or trade-off type are kept. In addition, we
excluded interlinkages whose clear_direction vari-
able was set to no. By applying these quality filters
we obtain a set of 4682 interlinkages, of which 2956
are unique, divided into 4172 (89.1%) synergies
and 510 (10.9%) trade-offs. In order to optimise
our experiment, we randomly sampled this group
to keep only 10% of the total. This brings our total
number of classes to 468, divided into 419 (89.53%)
synergy classes and 49 (10.47%) trade-off classes.
Regarding to the methods of analysis used to estab-
lish the distinctions between synergy and trade-off
in the database, no filter has been applied resulting
in the breakdown shown in Table 2. To compare
and replicate our results, we have made our final
validation set available online8.

We looked at the distribution of classes according
to the targets selected in our validation set. For
sake of clarity, targets are grouped by SDG they
relate to. In Figure 2, the distribution of synergies
and trade-offs is presented.

5. Results

5.0.1. Evaluation of summaries

This first experiment aims at assessing the quality
of the summarization process which is critical for
the IR process. ROUGE(Lin, 2004) metric might
have been used to evaluate the quality of generated
summaries. This metric measures the similarity be-
tween a summary sma

c in comparison to the refer-

8https://github.com/lrsbrgrn/blu-syntra



27

N Method of analysis Synergy Trade-off
1 Data Analysis 8 2
2 Expert judgement 133 9
3 Literature review 48 4
4 Mixed (Expert judgement & Data analysis) 8 1
5 Mixed (Literature review & Data analysis) 25 2
6 Mixed (Literature review, Expert judgement & Data analysis) 3 0
7 Mixed (Literature review, Expert judgement & Modelling) 1 4
8 Mixed (Literature review & Expert judgement) 174 21
9 Mixed (Semantic analysis, Literature review & Expert judgement) 15 6
10 not_specified 4 0
Total 419 49

Table 2: Distribution of classes by analysis method
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Figure 2: Distribution of classes by SDG

ence noted as c. We could have carried out our eval-
uation using ROUGE-N (1 and 2) to measure the
proportion of common unigrams and bi-grams. In
addition, ROUGE-L metric would have enabled us
to evaluate the longest sequence of words shared
between our summary and its reference. A long
shared sequence indicates a definite similarity be-
tween the two. However, metrics such as ROUGE,
although widely used in NLP tasks, show low corre-
lations with human judgements(Wang et al., 2023a).
Based on this assessment of the state of the art we
used the G-Eval(Liu et al., 2023) framework. The
latter relies on an LLM, in our case GPT-4(OpenAI
et al., 2023), as an evaluator to determine several
metrics (i.e. relevance, coherence, consistency
and fluency). Table 3 shows the different results
obtained by G-Eval. We can observe very similar
results between Mistral and Orca but also excellent
results for Phi given its very small size. However,
Mistral is superior to Orca in 3 out of the 4 metrics,
and to Phi in all cases. With Mistral, we observed

Metrics Mistral Orca Phi
Relevance 4.6 4.6 3.9
Coherence 4.5 4.4 4.0
Consistency 4.9 4.8 4.1
Fluency 3.0 2.9 2.8

Table 3: Evaluation using G-Eval

an average length of 222 words for each c com-
pared with an average length of 83 words for the
summaries produced. This is equivalent to dividing
the size of the text by almost 3 and thus justifies
the use of an advanced RAG method to reduce the
text to retain only the key information.

5.0.2. Validity of classifications

This experiment evaluates to which extent our ap-
proach can automatically infer if synergies or trade-
offs exist between SDG goals. For this analysis
phase, only Mistral is used due to its highest scores
on summarization as evaluated in the previous sec-
tion. As a first experiment, we were interested in
assessing the validity of our classifications and
the underlying behaviour of the SLM according
to a binary classification where the positive label
pos_label = SY NERGY . The results show a very
good capability of BLU-SynTra to identify the syner-
gies with F1_score = 0.88, Precision = 0.92 and
Recall = 0.84. However, a deeper look at the con-
fusion matrix in the Table 4 highlights a bias in over-
estimating these synergies and, as a an opposite
effect, a notable difficulty in identifying trade-offs.
Of the 49 trade-offs available in our validation set,
only 20 (40.82%) were actually correctly identified.
Our validation set shows a strong asymmetry in
the classes it contains, since synergy and trade-off
represent 89.53% and 10.47% of the whole respec-
tively. This result still highlights the difficulties en-
countered by Mistral in producing classifications for
which the finesse of the language, the subtlety of
the words and the intonations present challenges
to their reasoning function.
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Predicted
Synergy Trade-off

Ac
tu

al Synergy 354 65

Trade-off 29 20

Table 4: Confusion matrix

Secondly, results were differentiated according
to the SDG each target they relate to. We found
significantly heterogeneous performance metrics
for SDGs 2, 7 and 13, with F1 scores of F1SDG2 =
0.70, F1SDG7 = 0.89 and F1SDG13 = 0.79 respec-
tively. SDGs 2 and 7, as shown in Figure 2, are
among the largest contributors to trade-offs. For
SDG 2, only 3 of the 9 trade-offs in our validation
set were correctly classified as such. Regarding
SDG 7, only 2 of the 9. Notably, SDG 6 is the third
highest contributor of trade-offs in our validation set
but still has an F1SDG6 = 0.92 with 5 of the 8 trade-
offs correctly identified. This generally highlights a
high divergence of BLU-SynTra capabilities among
SDG.
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Figure 3: Misclassification by SDG

The last experiment further investigate results
obtained according to the analysis methods used
by the JRC to determine the presence of synergy
or trade-off (see Table 2). As can be observed in
Table 5, there is no consistency between the results
obtained. In general, a significant deterioration
in F1 scores for the Mixed (Expert Judgement &
Data analysis) (M-EJDA) and Data Analysis (DA)
methods can be observed. These two approaches
lead to the worst performance. However, although
the Expert Judgement (EJ) analysis method is the
second method with the most number of classes,
the F1 score obtained is the highest. We have also
observed that the Literature Review (LR) method

is well approximated by BLU-SynTra with all the
trade-offs correctly identified.

Methods Precision Recall F1-score
M-EJDA 0.80 0.50 0.62
DA 0.71 0.63 0.67
EJ 0.97 0.92 0.94
LR 1.00 0.73 0.84

Table 5: Metrics by analysis method

This raises questions about mixed approaches
compared with single approaches (i.e. using only
one analysis method). We have noted Mixed the
analysis methods employing several sub-methods,
and noted Single the methods employing only one
analysis method. In Table 2, the Mixed methods
are identified by the prefix (Mixed), the others are
consequently attached to the Single category. We
therefore observed a slight superiority when com-
paring Single and Mixed approaches (see Table 6).
However, the Single approaches were able to cor-
rectly identify 60.00% of the trade-offs, unlike the
Mixed approaches, which were only able to ob-
tain a score of 32.35% and therefore leads to a
deterioration at the global level of the classification
metrics.

Methods Precision Recall F1-score
Single 0.97 0.86 0.91
Mixed 0.89 0.83 0.86

Table 6: Single and Mixed metrics

6. Conclusion

In this paper, we have proposed a complete solu-
tion entitled BLU-SynTra relying on SLMs to identify
synergies and trade-offs between SDG targets. We
have shown that traditional ZS text classification
methods, enhanced by a context and definitions
retrieved using several advanced RAG concepts,
can make it easy to identify synergies and justify to
decision-makers the underlying reasoning behind
this distinction in a given environment. However,
the identification of trade-offs lacks precision, and
most of all with high variability according to the con-
sidered analysis method or SDG. Linguistic com-
plexity and subtle vocabulary make it difficult for
SLMs to identify trade-offs and distinguish them
from synergies. Despite this, this first research
work aims to open up new possibilities for using
SLMs to carry out this interlinkages classification
task as we have experienced and, more gener-
ally, in tasks requiring complex reasoning to be
carried out in infrastructures with limited hardware
resources or at lower cost that LLMs. New ad-
vances in summary generation (Zhang et al., 2023)
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will be the subject of future improvement to create
summaries in an iterative way in order to reduce
as much as possible the errors and hallucinations
induced by SLMs. In terms of reasoning skills, our
plan is to leverage ReAct(Yao et al., 2023) in order
to compare the results obtained with those obtained
in this research. ReAct seem to indicate better
performance than standard approaches, even for
models with very small parameter sizes.
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A. Example of a generated summary

c: in terms of meeting most of the SDGs
by 2030. Fast population growth slow
progress toward sustainable production
and consumption and the negative
impacts of the ongoing coronavirus
disease 2019 COVID19 pandemic on
socioeconomic development make it
difficult for China to meet the SDGs.
Therefore effective water pollution control
in China is urgently needed. Here we
analyze the interactions

Smc: China faces challenges in achiev-
ing most of the Sustainable Develop-
ment Goals (SDGs) by 2030 due to a
fast-growing population, slow progress to-
wards sustainable production and con-
sumption, and the negative impacts of
COVID-19 on socio-economic develop-
ment. Amidst these challenges, effective
water pollution control in China is partic-
ularly urgent. This analysis explores the
interactions between these issues.

B. Prompt to reformulate queries

GenQ: Rephrase and expand the user’s
query as best as you can in one short
sentence.
Query: < query >

GenQCAR: Using the definitions below,
rephrase and expand the user’s query as
best as you can in one short sentence.
Synergy: Positive interactions where
progress of an SDG promotes, con-
tributes, or enables progress on another
one.
Trade-off: Negative interactions where
progress of an SDG deteriorates progress
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towards another one.
Target < target_source >:
< target_source_definition >
Target < target_destination >:
< target_destination_definition >

C. Examples of query reformulation

q: Are there synergies or trade-offs
between SDG targets 17.11 and 10.7 ?

GenQ: What are the interrelations and
potential benefits or costs of advancing
targets 10.7 on sustainable and inclusive
fiscal policies for development and 17.11
on effective public financial management
for achieving the Sustainable Develop-
ment Goals?

GenQCAR: How do progress on SDG
target 17.11, which aims to significantly
increase exports from developing coun-
tries, and target 10.7, which focuses on
facilitating orderly migration, interact? Do
they positively reinforce each other (syn-
ergy) or does progress on one target have
a negative impact on the other (trade-off)?

D. Augmented prompt to distinguish
interlinkages

You are a text classifier. Your task is to
analyse context intent and classify the
context into SYNERGY or TRADE-OFF
based on definitions below.
SYNERGY: Positive interactions where
progress of an SDG promotes or enables
progress on another one.
TRADE-OFF: Negative interactions where
progress of an SDG deteriorates progress
towards another one.
Analyze the given context and indicate
whether it better illustrates SYNERGY or
TRADE-OFF, justifying your response and
explain your reasoning.
CONTEXT: < most_relevant_context >

E. Classification and underlying
reasoning

Mistral: Based on the context provided,
it appears that SDG Water Sanitation and
the target in question have a significant
number of direct interlinkages, meaning
that progress on this target contributes
positively to the progress of SDG Water

Sanitation. Additionally, the target in ques-
tion is the direct driver for change for SDG
Water Sanitation, as stated by "Total Di-
rect Driver linkages deriving from Total
Direct Response linkages going to 34."
Furthermore, the target in question is in-
directly linked with several other targets,
including SDG 11, SDG 14 and SDG 15.
While there may be some negative interac-
tions or trade-offs between these targets
and the target in question, the overall re-
lationship between SDG Water Sanitation
and the target in question is one of syn-
ergy. Therefore, based on the information
provided, the context can be classified as
SYNERGY.
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