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Abstract
In this paper, we present our results of the classification of Corporate Social Responsibility (CSR) Themes and Topics
shared task, which encompasses cross-lingual multi-class classification and monolingual multi-label classification.
We examine the performance of multiple machine learning (ML) models, ranging from classical models to pre-trained
large language models (LLMs), and assess the effectiveness of Data Augmentation (DA), Data Translation (DT), and
Contrastive Learning (CL). We find that state-of-the-art generative LLMs in a zero-shot setup still fall behind on more
complex classification tasks compared to fine-tuning local models with enhanced datasets and additional training
objectives. Our work provides a wide array of comparisons and highlights the relevance of utilizing smaller language
models for more complex classification tasks.

Keywords: multi-class classification, multi-label classification, cross-lingual classification, CSR

1. Introduction

The landscape of Corporate Social Responsibility
(CSR) is increasingly becoming a pivotal aspect of
how businesses operate and are perceived in the
global market (Wen and Deltas, 2022). Significant
regulations have been instrumental in shaping the
CSR framework. For a comprehensive history of
CSR regulation, consult Wen and Deltas (2022).

These regulations have increased the liabil-
ity of companies regarding sustainability non-
compliance, making it imperative for them to not
only be aware of but also manage and anticipate
such issues effectively. However, even with manda-
tory or voluntary reporting, not all pertinent informa-
tion is disclosed or reported and consequently lever-
aged for company evaluation due to CSR-related
information being scattered across different media
sources, languages and formats. This leads to
challenges in its identification and analysis. As a
result, there is a critical need for efficient methods
to detect and classify this diverse information in or-
der to reinforce corporate compliance and enhance
stakeholder decision-making.

In response to this growing need and interest
in processing and analyzing CSR content, our
study addresses the complexities of detecting and
classifying CSR content through participation in
the "Cross-lingual Classification of Corporate So-
cial Responsibility (CSR) Themes and Topics"
shared task (Nayekoo et al., 2024). The task fa-
cilitates cross-lingual CSR theme detection and
fine-grained topic classification, specifically target-
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ing the Environment (ENV) and Labour and Hu-
man Rights (LAB) themes across English, French,
and simplified Chinese. The theme classification
is approached as a multi-class problem, and the
topic classification within these themes is framed
as a multilabel classification task. Our evaluation
extends to various text representations and ML
models, encompassing both traditional approaches
and Large Language Models (LLMs), utilizing pre-
trained models for ZS classification and Fine-tuning.
Additionally, we explore the potential of enhance-
ment techniques like Data Augmentation (DA) and
Contrastive Learning (CL) to improve performance.

In the following sections, we delve into the
methodology employed in our study, the experimen-
tal setup, the results and analysis of our findings,
and the implications of our research for the field of
CSR content processing and classification.

2. Previous Work

Text Classification The field of text classifica-
tion, encompassing both multi-class and multi-label
types, has experienced significant evolution over
the past decade. This evolution has been partic-
ularly notable in three key areas: model types,
text representation, and training methods. The
advent of LLMs, starting with BERT, has trans-
formed the landscape by introducing advanced
model architectures, enhancing text representation
through context-aware embeddings, and pioneer-
ing efficient training methodologies that leverage
pre-trained models for fine-tuning or even enable
zero-shot learning capabilities. For an overview of
the diverse approaches and developments in multi-
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class and multi-label text classification, we refer to
the comprehensive surveys conducted by Li et al.
(2022), Gasparetto et al. (2022), Chen et al. (2022)
and Bogatinovski et al. (2022), which cover both
existing approaches and the latest advancements.

NLP for CSR In addition to the broad advance-
ments in text classification, there has not been
much research conducted on applying these tech-
niques to the Corporate Social Responsibility (CSR)
domain, with a few exceptions. Most of the work
was conducted for the automatic analysis of Cor-
porate Sustainability Reports: Shahi et al. (2011,
2014) applied multi-label text classification to clas-
sify reports according to the Global Reporting Ini-
tiative Index. Castellanos et al. (2015) applied neu-
ral networks, decision trees, and a memory-based
learning algorithm, to classify parts of the report ac-
cording to the five dimensions of the Sustainability
Accounting Standards Board.

CSR has recently attracted more attention in the
context of NLP, exemplified by the First Computing
Social Responsibility Workshop (CSR-NLP I 2022)
(Wan and Huang, 2022). However, to the best of
our knowledge, there has been limited progress in
classifying publicly accessible information on the
internet across diverse textual genres, including but
not limited to news articles, company briefs/newslet-
ters, and industry reports.

LLMs for Text Classification LLMs have been
used widely in the field of text classification ever
since the advent of BERT. In the following years,
countless new models have been released that
yield state-of-the-art results on a multitude of clas-
sification and generation tasks, such as LLAMA
(Touvron et al., 2023), Mistral 7B (Jiang et al., 2023),
Gemini (Team et al., 2023) and GPT (Radford et al.,
2018). Recently, GPT-3.5 (Ouyang et al., 2022) and
GPT-4 (Achiam et al., 2023) have sparked the inter-
est of many researchers, leading to a great deal of
work being dedicated to their applications for clas-
sification, besides generation. For a more compre-
hensive overview, consult Minaee et al. (2024). As
evidenced in Peskine et al. (2023) and De Langhe
et al. (2024), prompting generative models for more
complex classification tasks such as multi-label
classification can be quite challenging, leading to
inferior performance compared to fine-tuned en-
coders.

Data Augmentation To address the issue of data
imbalance and data scarcity, multiple data augmen-
tation techniques have been leveraged, including
generating synthetic data with state-of-the-art GPT
models (Van Nooten and Daelemans, 2023; Sufi,
2024; Kumar et al., 2020; Zhang et al., 2020), reach-
ing superior performance compared to other data

augmentation methods.

Contrastive Learning Contrastive Learning aims
to maximize the distance between dissimilar texts
and minimize the distance between similar pairs
in the embeddings space. Some studies explore
contrastive losses (CL) for multi-class classifica-
tion (Pan et al., 2022) and multi-label classification
(U et al., 2023; Lin et al., 2023) using variants of
Supervised Contrastive Loss (SCL) (Khosla et al.,
2021) or NT-XENT (Sohn, 2016).

In this work, we aim to provide a wide range
of baselines for multi-class and multi-label CSR
text classification. We hypothesise that fine-tuning
smaller language models can outperform more re-
cent generative LLMs for more complex classifica-
tion tasks. Moreover, we also hypothesise that CL
can further improve performance and that genera-
tive LLMs produce useful synthetic data to further
enhance performance of classification models, as
previous work indicates.

3. Datasets

Shared Task The shared task is divided into two
subtasks: cross-lingual, multi-class classification
for CSR theme recognition (one dataset) and mono-
lingual multi-label text classification (two datasets)
of CSR topics for Environment (ENV) and Labour
and Human Rights (LAB) themes. These datasets
comprise lists of URLs for English texts, each asso-
ciated with relevant labels. Table 1 provides statis-
tics for each dataset.

Data Collection and Cleaning The texts in the
training dataset were scraped using the Trafilatura
library (Barbaresi, 2021). URLs that could not be
successfully scraped were excluded from the train-
ing dataset. Given that a significant portion of the
data contained artifacts potentially detrimental to
the training of the models (such as URLs, external
links or other irrelevant text), we employed GPT-
3.51 for data cleaning. The resulting cleaned texts
were checked manually. After cleaning the data
and removing duplicates, 675 of 699 texts remained.
The specific prompt that was used is described in
Appendix B.1. The test data were scraped using
the Boilerpy library2, following the organizers’ rec-
ommendation.

4. Methododogy

Classification Models In our study, we evalu-
ated the performance of a wide range of classifi-

1gpt-3.5-turbo-0613, https://platform.
openai.com/docs/models/gpt-3-5-turbo

2https://pypi.org/project/boilerpy3/

https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://pypi.org/project/boilerpy3/
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Dataset type n classes labels per text n train n test
Themes Multi-class 4 1 1,515 618
ENV multi-label 9 1.53 675 157
LAB multi-label 9 1.35 500 149

Table 1: Datasets’ statistics.

cation models, which differ significantly in terms of
model complexity, to identify those most suitable for
tasks with limited training data. As a baseline, we
chose the SVM model combined with TF-IDF and
OpenAI text embeddings. Additionally, we included
Zero-shot (ZS) text classification with GPT-3.5 and
GPT-4 models (Radford et al., 2018) as baselines.
Examples of prompts for ZS text classification are
provided in Appendix B.3 and B.4.

We further expand our model repertoire by incor-
porating models with more complex architectures,
specifically, the Multi-Layer Perceptron (MLP) and
an LSTM, while maintaining the same text represen-
tation strategies to ensure a consistent comparison
basis. Detailed information on the optimal hyperpa-
rameters identified for these models can be found
in Appendix D.

For the themes dataset, we utilized multilingual
pre-trained language models, such as Multi-Lingual
DistilBERT3 (Sanh et al., 2020), XLM-RoBERTa,
and XLM-RoBERTa-large4 (Conneau et al., 2020).
For the multi-label datasets, we employed Distil-
BERT, BERT (Devlin et al., 2019), RoBERTa, and
RoBERTa-large (Liu et al., 2019). All models were
trained with a batch size of 8 and 2 gradient accu-
mulation steps. Where appropriate, we repeated
each experiment with three random seeds. The op-
timal hyperparameters for all models are detailed
in Appendix D.

Data Paraphrasing and Translation The train-
ing data for each task was expanded using various
methods. Every entry in the datasets was para-
phrased using Mixtral5, effectively doubling the size
of the training data. A detailed description of the
prompt used can be found in Appendix B.2. Addi-
tionally, for the cross-lingual multi-class task, we
opted for translating the data to French and sim-
plified Chinese using the Google Translate API6.
These languages were selected because the model
was to be tested on them. By translating the data
into these two additional languages, the size of the
training data was tripled. The synthetic data was
incorporated into the training dataset.

3distilbert/distilbert-base-multilingual-cased
4FacebookAI/xlm-roberta-(base/large)
5mistralai/Mixtral-8x7B-Instruct-v0.1, https:

//docs.together.ai/docs/inference-models
6https://cloud.google.com/translate/

docs/basic/translating-text

Contrastive Learning We train additional mod-
els with a contrastive loss. For the multi-label vari-
ant, we follow Lin et al. (2023) and select positive
and negative in-batch samples for a given anchor
by calculating the Jaccard Index (JI) between bi-
nary label vector pairs. If JI is greater than the
threshold hyperparameter, the sample is consid-
ered a positive. To allow CL to work with relatively
small batches, all possible pair combinations are
constructed in a batch to maximize the information
gained from the contrastive loss.

We devise a variant of NT-Xent (Sohn, 2016)
that allows for multiple positives to be taken into
account per batch. In essence, we calculate the Bi-
nary Cross-Entropy loss between two vectors with
length n, where n is the number of possible com-
binations in a batch: vector α, which is a binary
vector that denotes whether a pair is positive or
negative, and vector β, which is a vector that con-
tains the cosine distance between the two in-batch
samples in a pair (cf. Eq. 1 and 2 in Appendix
C). The goal is to minimize the cosine distance be-
tween samples in positive pairs and maximize the
distance between samples in negative pairs, which
leads to a decrease in BCE. The resulting loss is
then weighted and added to the classification loss.

Evaluation All models are evaluated in a five-
fold stratified cross-validation setup. To stratify the
multi-label splits, we employ the strategy described
in Sechidis et al. (2011). The corresponding para-
phrases and translations of a certain training fold
were added during training so no indirect data leak-
age would occur. As evaluation metrics, micro-
averaged and macro-averaged F1 are used.

5. Results

Subtask A The cross-validation results for Sub-
task A are summarised in Table 27. It can be ob-
served that smaller models with less complex train-
ing methods, such as keyword-based learning with
SVM, already achieve respectable results8, though
the larger models and more complex models gen-
erally achieve the best results. Both CL and adding
translations to the training data generally yields im-
provements in terms of macro- and micro-averaged
F1 performance. However, data translation alone
yields the best results, which is especially beneficial
for learning the minority class "SUP".

Interestingly, we observe that the ZS experiments
with GPT-3.5 and GPT-4 yield inferior results, thus
indicating that the fine-tuned models benefit from
learning the text-specific features during training.

7Confusion matrices for all models and datasets can
be found in Appendix F.

8These models are solely trained on English data and
are not to be deployed on the multilingual test set.

https://docs.together.ai/docs/inference-models
https://docs.together.ai/docs/inference-models
https://cloud.google.com/translate/docs/basic/translating-text
https://cloud.google.com/translate/docs/basic/translating-text


295

Th. tf-idf
+ SVM

ada-003
+ SVM

ada-003
+ MLP

ada-003
+ LSTM GPT-3 GPT-4 DB DB

+ CL
DB

+ DA

DB
+ CL
+ DA

BERT BERT
+ CL

BERT
+ DA

BERT
+ CL
+ DA

RB-Lg RB-Lg
+ CL

RB-Lg
+ DA

RB-Lg
+ CL
+ DA

ENV 94.59
(± 0.88)

94.59
(± 0.88)

95.93
(± 0.71)

96.07
(± 0.58)

92.44
(± 0.79)

93.69
(± 1.6)

94.4
(± 1.4)

94.54
(± 1.62)

95.42
(± 0.98)

95.73
(± 0.89)

95.34
(± 1.39)

95.62
(± 1.33)

96.45
(± 0.96)

96.46
(± 0.89)

95.58
(± 1.1)

95.28
(± 2.65)

97.01
(± 0.63)

97.06
(± 0.77)

FBP 85.17
(± 4.01)

85.17
(± 4.01)

91.02
(± 3.86)

91.88
(± 2.64)

74.76
(± 3.78)

81.52
(± 5.18)

79.04
(± 6.63)

77.01
(± 7.24)

86.8
(± 3.62)

87.61
(± 2.39)

87.07
(± 4.97)

89.07
(± 5.97)

91.43
(± 3.58)

92.03
(± 3.28)

84.0
(± 31.26)

82.9
(± 36.58)

94.25
(± 2.1)

94.37
(± 1.98)

LAB 94.42
(± 1.66)

94.42
(± 1.66)

96.12
(± 0.88)

96.4
(± 0.72)

90.23
(± 1.5)

94.02
(± 0.98)

93.7
(± 1.45)

93.73
(± 1.48)

94.58
(± 0.76)

95.05
(± 0.8)

95.77
(± 0.69)

96.08
(± 0.73)

96.43
(± 1.09)

96.28
(± 1.26)

94.94
(± 3.85)

95.25
(± 3.66)

97.15
(± 0.88)

96.98
(± 0.71)

SUP 52.5
(± 23.09)

52.5
(± 23.09)

56.92
(± 18.8)

67.06
(± 17.62)

42.1
(± 23.49)

47.72
(± 15.69)

0.0
(± 0.0)

0.0
(± 0.0)

59.89
(± 24.61)

58.29
(± 15.72)

0.0
(± 0.0)

0.0
(± 0.0)

67.0
(± 13.42)

61.54
(± 10.27)

0.0
(± 0.0)

2.0
(± 7.13)

72.54
(± 13.49)

70.71
(± 15.06)

mic 92.81
(± 1.28)

92.81
(± 1.28)

94.72
(± 0.93)

95.16
(± 0.55)

88.09
(± 0.93)

90.96
(± 1.77)

91.27
(± 1.45)

91.11
(± 1.55)

93.36
(± 0.96)

93.64
(± 0.91)

93.47
(± 1.35)

93.97
(± 1.46)

95.18
(± 1.27)

95.05
(± 1.36)

92.96
(± 3.8)

92.87
(± 4.78)

96.22
(± 0.83)

96.13
(± 0.78)

mac 81.67
(± 6.27)

81.67
(± 6.27)

85.0
(± 4.98)

87.85
(± 4.36)

74.88
(± 5.06)

79.24
(± 2.36)

66.79
(± 2.04)

66.32
(± 2.23)

84.17
(± 6.16)

84.17
(± 3.94)

69.55
(± 1.62)

70.19
(± 1.83)

87.83
(± 3.59)

86.58
(± 3.24)

68.63
(± 8.8)

68.86
(± 10.96)

90.24
(± 3.45)

89.78
(± 3.63)

ENV

0 47.62
(± 13.88)

47.97
(± 20.94)

49.86
(± 17.46)

50.91
(± 16.13)

16.77
(± 5.14)

23.03
(± 5.35)

52.07
(± 19.2)

51.85
(± 24.23)

57.14
(± 20.91)

56.65
(± 20.04)

53.93
(± 16.06)

52.57
(± 20.2)

61.02
(± 16.66)

56.41
(± 12.48)

57.78
(± 13.44)

65.99
(± 15.79)

60.0
(± 9.82)

62.83
(± 9.43)

1 40.97
(± 11.46)

56.96
(± 7.34)

57.66
(± 3.61)

55.29
(± 7.31)

54.07
(± 7.34)

54.69
(± 6.41)

55.42
(± 8.52)

58.58
(± 10.3)

56.44
(± 13.75)

63.28
(± 11.69)

56.19
(± 11.46)

58.36
(± 8.96)

58.93
(± 12.66)

60.34
(± 9.02)

63.0
(± 10.05)

66.47
(± 9.59)

60.31
(± 10.01)

64.46
(± 11.25)

2 49.39
(± 14.21)

71.01
(± 16.22)

75.77
(± 14.38)

74.27
(± 12.1)

36.84
(± 10.9)

59.41
(± 10.04)

63.79
(± 12.61)

66.0
(± 16.33)

67.09
(± 10.97)

66.23
(± 15.39)

62.63
(± 16.61)

64.95
(± 13.24)

64.67
(± 15.9)

64.88
(± 16.22)

75.57
(± 7.73)

78.47
(± 6.6)

73.93
(± 9.23)

77.78
(± 5.06)

3 79.1
(± 2.62)

80.72
(± 1.34)

81.44
(± 2.24)

82.4
(± 1.63)

80.77
(± 3.39)

84.55
(± 3.84)

83.77
(± 3.51)

83.45
(± 2.95)

82.62
(± 2.98)

83.22
(± 3.12)

83.57
(± 2.38)

83.43
(± 2.35)

82.78
(± 2.65)

82.83
(± 1.98)

83.74
(± 3.59)

85.71
(± 2.41)

84.25
(± 3.36)

84.4
(± 2.43)

4 42.37
(± 4.25)

47.02
(± 6.69)

47.37
(± 6.84)

49.29
(± 6.49)

26.64
(± 6.58)

53.65
(± 3.19)

50.04
(± 6.48)

51.52
(± 4.1)

51.53
(± 4.33)

53.54
(± 2.97)

52.57
(± 6.2)

51.8
(± 4.78)

54.94
(± 4.41)

54.37
(± 4.07)

50.48
(± 6.25)

53.33
(± 3.34)

55.52
(± 5.34)

55.09
(± 5.05)

5 44.92
(± 6.27)

49.42
(± 11.34)

49.02
(± 8.64)

51.32
(± 10.25)

30.68
(± 4.76)

37.84
(± 4.96)

62.59
(± 9.21)

64.14
(± 6.91)

61.43
(± 10.0)

59.17
(± 9.02)

58.22
(± 11.28)

59.44
(± 7.96)

55.51
(± 7.94)

55.81
(± 8.23)

60.76
(± 7.94)

56.2
(± 8.81)

59.1
(± 9.56)

58.77
(± 11.03)

6 62.5
(± 8.63)

60.23
(± 8.87)

62.54
(± 4.75)

65.21
(± 5.52)

18.75
(± 13.37)

54.11
(± 7.32)

66.67
(± 8.74)

67.46
(± 10.21)

68.59
(± 8.41)

66.04
(± 8.96)

64.3
(± 6.79)

65.21
(± 9.37)

63.11
(± 9.51)

62.87
(± 11.18)

69.14
(± 6.99)

71.0
(± 6.7)

70.78
(± 4.94)

68.57
(± 6.92)

7 7.27
(± 8.91)

13.16
(± 12.49)

13.27
(± 6.87)

1.59
(± 5.54)

5.21
(± 6.43)

28.41
(± 4.99)

0.0
(± 0.0)

1.57
(± 5.54)

17.34
(± 9.16)

10.87
(± 11.01)

4.51
(± 7.68)

11.19
(± 12.88)

16.83
(± 9.88)

18.18
(± 9.67)

1.55
(± 4.54)

4.14
(± 7.86)

22.34
(± 13.47)

19.57
(± 10.65)

8 61.07
(± 6.49)

60.44
(± 3.41)

65.36
(± 7.77)

71.17
(± 8.65)

37.02
(± 15.8)

61.51
(± 7.65)

77.57
(± 8.5)

77.75
(± 7.68)

78.01
(± 8.15)

77.37
(± 9.01)

77.09
(± 7.22)

77.66
(± 8.71)

79.08
(± 7.92)

77.44
(± 5.91)

78.76
(± 5.33)

77.42
(± 4.8)

75.66
(± 5.84)

75.86
(± 6.52)

mic 58.53
(± 0.62)

62.22
(± 1.02)

63.55
(± 0.94)

64.96
(± 0.89)

43.6
(± 1.19)

56.12
(± 1.53)

66.55
(± 2.28)

67.16
(± 2.55)

66.29
(± 2.59)

66.84
(± 2.23)

66.28
(± 2.15)

66.51
(± 2.47)

66.24
(± 2.05)

66.24
(± 1.75)

67.85
(± 2.21)

69.19
(± 1.85)

68.66
(± 3.17)

68.85
(± 2.43)

mac 48.36
(± 1.93)

54.1
(± 1.74)

55.81
(± 1.43)

55.71
(± 1.72)

34.08
(± 1.34)

50.8
(± 1.52)

56.88
(± 3.55)

58.04
(± 4.28)

60.02
(± 3.55)

59.6
(± 3.79)

57.0
(± 3.46)

58.29
(± 3.76)

59.65
(± 4.06)

59.24
(± 3.2)

60.09
(± 2.4)

62.08
(± 2.36)

62.43
(± 3.77)

63.04
(± 3.03)

LAB

0 22.33
(± 15.79)

39.97
(± 12.38)

42.4
(± 9.98)

46.98
(± 9.51)

26.85
(± 7.38)

21.62
(± 4.13)

47.18
(± 12.43)

43.04
(± 12.28)

46.61
(± 15.42)

48.65
(± 11.72)

54.26
(± 12.79)

52.73
(± 12.25)

52.02
(± 12.63)

57.22
(± 14.71)

57.39
(± 9.02)

62.69
(± 8.95)

58.64
(± 7.22)

59.36
(± 12.0)

1 0.0
(± 0.0)

20.0
(± 40.0)

60.0
(± 32.66)

0.0
(± 0.0)

4.87
(± 0.57)

13.33
(± 26.67)

0.0
(± 0.0)

0.0
(± 0.0)

12.5
(± 24.94)

0.0
(± 0.0)

0.0
(± 0.0)

0.0
(± 0.0)

0.0
(± 0.0)

0.0
(± 0.0)

0.0
(± 0.0)

0.0
(± 0.0)

21.05
(± 33.99)

30.0
(± 40.0)

2 72.61
(± 2.64)

69.84
(± 5.78)

72.7
(± 5.9)

74.96
(± 5.18)

53.74
(± 9.78)

70.01
(± 3.1)

75.78
(± 6.0)

77.93
(± 4.81)

77.99
(± 3.62)

77.17
(± 3.77)

78.28
(± 3.8)

77.41
(± 3.47)

75.89
(± 6.69)

77.61
(± 5.01)

77.34
(± 2.89)

79.22
(± 2.87)

79.78
(± 4.14)

77.82
(± 3.46)

3 66.66
(± 3.46)

73.57
(± 5.03)

75.6
(± 2.04)

80.36
(± 3.39)

56.72
(± 4.34)

76.46
(± 3.47)

81.75
(± 3.57)

80.72
(± 5.72)

81.32
(± 4.65)

82.04
(± 4.24)

83.02
(± 3.99)

80.71
(± 2.99)

82.48
(± 4.03)

81.55
(± 3.3)

85.76
(± 3.93)

84.83
(± 3.5)

85.63
(± 4.94)

85.04
(± 5.14)

4 0.0
(± 0.0)

13.33
(± 26.67)

68.0
(± 19.04)

0.0
(± 0.0)

16.97
(± 16.49)

47.05
(± 12.6)

23.53
(± 29.48)

33.33
(± 32.66)

55.81
(± 31.89)

66.67
(± 19.12)

6.45
(± 16.63)

6.45
(± 16.63)

42.11
(± 33.26)

46.15
(± 36.24)

23.53
(± 29.48)

0.0
(± 0.0)

28.57
(± 31.43)

42.11
(± 33.26)

5 25.33
(± 17.71)

19.28
(± 11.35)

12.87
(± 11.71)

20.98
(± 15.9)

20.2
(± 2.45)

18.88
(± 1.39)

3.15
(± 6.5)

5.76
(± 9.77)

11.11
(± 11.99)

25.29
(± 12.99)

12.08
(± 12.06)

10.6
(± 10.16)

23.96
(± 14.08)

24.86
(± 16.78)

15.28
(± 14.07)

7.75
(± 10.03)

25.29
(± 15.32)

23.46
(± 13.24)

6 48.28
(± 18.2)

56.03
(± 15.74)

57.74
(± 14.75)

55.71
(± 14.23)

28.81
(± 15.34)

40.89
(± 6.38)

59.68
(± 9.6)

58.87
(± 9.15)

55.97
(± 6.77)

53.94
(± 10.21)

58.68
(± 6.1)

63.24
(± 9.91)

56.3
(± 9.68)

57.03
(± 7.81)

61.21
(± 10.23)

65.81
(± 10.24)

61.41
(± 10.97)

60.0
(± 9.05)

7 38.0
(± 19.39)

10.0
(± 20.0)

10.0
(± 20.0)

0.0
(± 0.0)

31.02
(± 8.76)

24.26
(± 5.95)

0.0
(± 0.0)

0.0
(± 0.0)

0.0
(± 0.0)

4.0
(± 12.47)

0.0
(± 0.0)

0.0
(± 0.0)

17.54
(± 22.74)

11.32
(± 18.79)

0.0
(± 0.0)

0.0
(± 0.0)

8.0
(± 17.0)

11.54
(± 20.0)

8 60.92
(± 4.07)

74.64
(± 4.94)

76.5
(± 3.78)

80.64
(± 3.5)

57.34
(± 4.02)

64.71
(± 2.46)

74.18
(± 4.89)

72.41
(± 4.34)

71.86
(± 8.45)

71.94
(± 5.21)

75.81
(± 4.72)

76.05
(± 4.11)

75.64
(± 5.62)

76.88
(± 3.77)

81.1
(± 3.32)

82.66
(± 3.83)

79.27
(± 5.29)

78.71
(± 5.42)

mic 57.15
(± 2.82)

63.44
(± 3.47)

65.84
(± 2.87)

69.22
(± 2.34)

36.16
(± 1.76)

47.68
(± 1.58)

67.53
(± 2.93)

66.73
(± 2.03)

66.85
(± 2.65)

67.67
(± 2.48)

69.28
(± 2.45)

68.84
(± 1.89)

68.53
(± 2.96)

69.99
(± 2.69)

72.13
(± 2.16)

73.7
(± 1.62)

72.26
(± 2.13)

71.59
(± 3.59)

mac 37.13
(± 4.8)

41.85
(± 7.22)

52.87
(± 7.49)

39.96
(± 2.26)

32.95
(± 1.94)

41.91
(± 3.57)

40.58
(± 4.35)

41.34
(± 4.52)

45.91
(± 5.67)

47.74
(± 3.86)

40.95
(± 2.47)

40.8
(± 1.97)

47.33
(± 5.76)

48.07
(± 5.13)

44.62
(± 4.83)

42.55
(± 2.01)

49.74
(± 5.57)

52.0
(± 6.61

Table 2: Mean results (F1) and standard deviations across folds and random seeds (if applicable) on the
Themes (Th.), ENV and LAB datasets respectively. DB = (multilingual) DistilBERT, RB = (XLM-)RoBERTa.
Red = worst score across models, green = best score across models. Consult Appendix E for a label
index - label name mapping.

Subtask B The cross-validation results for Sub-
task B are summarised in Table 2. We observe
that the tf-idf approach yields the worst results and
that the larger models yield the best results. Addi-
tionally, we observe that Contrastive Learning and
Data Augmentation generally yield improvements
for each base model, indicating that the better sep-
aration between class-wise instances in the em-
bedding space is beneficial for learning the task.
Moreover, the added paraphrases aid the models
especially in predicting uncommon classes. For
both of these methods, an increase in true posi-
tives, but also false positives is observed across
several models. The best macro-averaged results
on the ENV dataset are achieved when a combina-
tion of the two is used with RoBERTa-large, while
the best micro-averaged performance is achieved
by training the model with CL.

The LAB dataset is more challenging to classify,
as evidenced by the relatively lower scores. We
found that RoBERTa-large trained with CL yielded

the best micro-averaged performance. However,
this model fails to predict some infrequent classes
(Child Labor, Ext. Stakeh. Human Rights and Soc.l
Discr.), as opposed to the ada-003 + MLP model
or models trained with extra data, which each yield
a superior macro-averaged performance.

Similar to the results from Subtask A, we observe
that the generative models underperform compared
to fine-tuned language models on both datasets.
This is to be expected, since multi-label classifica-
tion is challenging with regards to the number of
labels that are assigned to a single instance. Such
patterns could only be learned by models by includ-
ing annotation guidelines in the prompt (which we
did not have access to) or from the training data
itself, which the generative models did not have ac-
cess to. Fine-tuning generative LLMs on multi-label
data could address this issue.
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6. Conclusion

In this study, we examined several LLMs for clas-
sifying CSR themes and fine-grained CSR topics.
We found that even though some smaller, less com-
plex models yield respectable results for both multi-
class and multi-label CSR classification, larger fine-
tuned models are more successful at performing
tasks. ZS experiments with GPT models showed
that those models still fall behind on fine-tuned mod-
els for multi-label classification. This shortfall can
be largely attributed to the complexities of multi-
label classification, which demands an understand-
ing of either explicit annotation guidelines or implicit
annotator knowledge – insights that are not acces-
sible to LLMs in a ZS context.
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8. Limitations

This study’s findings are subject to several limita-
tions. Firstly, the computational cost of running
models on a large scale was not considered, which
is crucial in practical applications due to resource
constraints. Secondly, the choice of prompts for
ZS classification and label interpretation may have
affected the results, suggesting that exploring dif-
ferent prompting strategies could enhance perfor-
mance. Thirdly, despite no significant impact ob-
served from testing truncated texts, models capable
of processing longer sequences might inherently
benefit from more contextual information. These
limitations highlight the need for continuous re-
search to refine evaluation methodologies for LLMs,
particularly in classifying CSR themes and topics.
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Appendix

A. Class Counts per Dataset

Figure 1: Class counts per (cleaned) dataset.

B. Prompts

B.1. Data Cleaning

"You are a human annotator extracting relevant parts of messy, unstructured texts. Your task is to extract
useful parts of texts, like titles, subtitles and paragraphs of texts. The texts will be used for a classification
task. It is very important that you ONLY remove the parts of the text that are not useful. The text that you
will have to process will be provided in the next message. The output should just be the text, without any
other information. Do not generate anything else besides the provided text."

B.2. Data Augmentation

"You are a helpful assistant tasked with creating synthetic data by translating or paraphrasing texts.
Paraphrase the input text to approximately 300 words, aiming to retain the essential information. Here is
the text: {INPUT_TEXT}."

B.3. Zero Shot Classification Themes

Prompt text:
"You are tasked with the role of a human annotator, responsible for carefully classifying texts into specific

categories related to corporate social responsibility (CSR). Your role involves analyzing the content of
various texts, including news articles, reports, and company statements, to identify their alignment with
CSR topics. The classification categories are as follows:

1. ENV (Environment): Texts related to environmental sustainability, conservation efforts, impacts of
corporate activities on the environment, climate change initiatives, and pollution control.

2. SUP (Sustainable Procurement): Texts discussing sustainable procurement practices, including
ethical sourcing, supply chain sustainability, fair trade, and the environmental footprint of products and
services.

3. LAB (Labour and Human Rights): Texts detailing labor conditions, human rights issues in business
operations, employee welfare, workplace safety, and fair treatment practices within organizations.

4. FBP (Fair Business Practices): Texts focusing on corporate ethics, anti-corruption efforts, trans-
parency, consumer rights, and fair competition in the business landscape.

{INPUT_TEXT}"
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Function calling:
" functions ": [{

" name ": " annotate_text ",
" description ": " Analyzes the content of the text , determining its relevance to

corporate social responsibility topics , and classifies it into one of the
specified categories ",

" parameters ": {
" type ": " object ",
" properties ": {

" text_category ": {
" type ": " string ",
" enum ": [" ENV ", " SUP ", " LAB ", " FBP "] ,
" description ": " Corporate social responsibility topic assigned to the text

."
}

},
" required ": [" text_category "]

}
}]

B.4. Zero Shot Classification LAB

Prompt text:
"As a human annotator specializing in corporate social responsibility (CSR) with a focus on labor and

human rights, your task is to classify texts into detailed categories that reflect various aspects of labor and
human rights issues. This role involves a binary relevance classification, meaning for each category listed,
you need to decide whether the text is relevant or not. A comprehensive examination of a variety of texts,
such as news articles, reports, company statements, and more, is required to identify their relevance to
specific topics within the realm of labor and human rights in CSR. A single text may cover multiple aspects
of labor and human rights issues, allowing for multiple binary classifications as appropriate:

1. Career Mgmt & Training: Is the text relevant to career development, employee training, and profes-
sional growth within organizations?

2. Child Labor, Forced Labor, and Human Trafficking: Does the text address child labor, forced labor,
and human trafficking issues?

3. Diversity, Equity, and Inclusion: Is the text focusing on diversity, equity, and inclusion efforts in the
workplace?

4. Employee Health & Safety: Does the text concern workplace health and safety policies and practices?
5. External Stakeholder Human Rights: Is the text on human rights issues affecting external stakeholders

impacted by corporate activities?
6. Labour Practices and Human Rights: Does the text detail labor practices and human rights consider-

ations within organizations?
7. Social Dialogue: Is the text related to dialogue between employees and management aimed at

improving working conditions and relations?
8. Social Discrimination: Does the text deal with social discrimination issues within the workplace or

business operations?
9. Working Conditions: Is the text related to employment conditions, such as work hours, pay, and

overall work environment?
{INPUT_TEXT}"
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Function calling:

" functions ": [{
" name ": " annotate_text ",
" description ": " Analyze text content to determine its binary relevance to labor and

human rights topics within CSR . For each of the specified categories , the
annotator will classify the text as either ’relevant ’ or ’not relevant ’, based on
the issues it addresses ." ,

" parameters ": {
" type ": " object ",
" properties ": {

" text_categories ": {
" type ": " object ",
" properties ": {

" Career Mgmt & Training ": {" type ": " boolean ", " description ": "
Indicates if the text is relevant to career management and
training ."} ,

" Child Labor , Forced Labor , and Human Trafficking ": {" type ": " boolean
", " description ": " Indicates if the text addresses child labor ,
forced labor , and human trafficking issues ."} ,

" Diversity , Equity , and Inclusion ": {" type ": " boolean ", " description ":
" Indicates if the text focuses on diversity , equity , and

inclusion efforts ."} ,
" Employee Health & Safety ": {" type ": " boolean ", " description ": "

Indicates if the text is relevant to employee health and safety
."} ,

" External Stakeholder Human Rights ": {" type ": " boolean ", " description
": " Indicates if the text discusses external stakeholder human
rights issues ."} ,

" Labour Practices and Human Rights ": {" type ": " boolean ", " description
": " Indicates if the text details labor practices and human rights

considerations ."} ,
" Social Dialogue ": {" type ": " boolean ", " description ": " Indicates if

the text is related to social dialogue for improving working
conditions ."} ,

" Social Discrimination ": {" type ": " boolean ", " description ": " Indicates
if the text deals with social discrimination issues ."} ,

" Working Conditions ": {" type ": " boolean ", " description ": " Indicates if
the text is relevant to working conditions ."}

},
" required ": [" Career Mgmt & Training ", " Child Labor , Forced Labor , and

Human Trafficking ", " Diversity , Equity , and Inclusion ", " Employee
Health & Safety ", " External Stakeholder Human Rights ", " Labour
Practices and Human Rights ", " Social Dialogue ", " Social Discrimination
", " Working Conditions "]

}
},
" required ": [" text_categories "]

}
}]

C. Contrastive Loss Formulas

Given are vectors α and β, where α contains binary labels indicating whether an in-batch text pair is
positive (similar) or negative (dissimilar). Consult Section 4 for a description on positive and negative
sample selection. Eq. 1 describes the normalization procedure of the cosine distance values. Eq. 2
denotes the calculation of the contrastive loss, which is the BCE loss between α and β’.

β′ = sig
(
β

Θ

)
(1)

CL(α, β) = −
∑

i
[
αi log(β′i) + (1− αi) log(1− β′i)

]
(2)

D. Model Hyperparameters
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dataset tf-idf
+ SVM

ada-003
+ SVM

ada-003
+ MLP

ada-003
+ LSTM

Themes

ngram = (1,1)
C = 50
max iter = 1.000
max features = 1.000

C = 10
max iter = 100

LR = 1e-4
n-layers = 2
n iter = 500

LR = 1e-3
epochs = 50
n-layers = 1
dropout = 0.1
hidden dim = 700

ENV

ngram = (1,1)
C = 10
max iter = 100
max features = 10000

C = 50
max iter = 1000

LR = 1e-3
n-layers = 2
n iter = 500

LR = 1e-3
epochs = 100
n-layers = 1
dropout = 0.3
hidden dim = 700

LAB

ngram = (1,3)
C = 10
max iter = 500
max features = 1000

C = 100
max iter = 500

LR = 1e-3
n-layers = 2
n iter = 500

LR = 1e-3
epochs = 100
n-layers = 2
dropout = 0.3
hidden dim = 700

Table 3: Optimal hyperparameters for the baseline models, obtained by performing gridsearch experiments.

dataset DB DB + CL DB
+ DA

DB
+ CL + DA

RB
/ BERT

RB / BERT
+ CL

RB/BERT
+ DA

RB/BERT
+ CL + DA RB-Large RB-Large

+ CL
RB-Large

+ DA
RB-Large
+ CL + DA

Themes LR = 2e-5
epochs = 10

LR = 2e-5
epochs = 10
temp = 1.0
JI = 1.0
alpha = 0.1

LR = 2e-5
epochs = 10

LR = 2e-5
epochs = 10
temp = 1.0
JI = 1.0
alpha = 0.1

LR = 2e-5
epochs = 10

LR = 2e-5
epochs = 10
temp = 0.5
JI = 1.0
alpha = 0.2

LR = 2e-5
epochs = 10

LR = 2e-5
epochs = 10
temp = 0.5
JI = 1.0
alpha = 0.2

LR = 2e-5
epochs = 10

LR = 2e-5
epochs = 10
temp = 0.5
JI = 1.0
alpha = 0.1

LR = 2e-5
epochs = 10

LR = 2e-5
epochs = 10
temp = 1.0
JI = 1.0
alpha = 0.2

ENV LR = 5e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 0.5
JI = 0.5
alpha = 0.1

LR = 5e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 0.5
JI = 0.5
alpha = 0.1

LR = 5e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 1.0
JI = 0.5
alpha = 0.1

LR = 5e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 1.0
JI = 0.5
alpha = 0.1

LR = 2e-5
epochs = 15

LR = 2e-5
epochs = 10
temp = 0.5
JI = 0.5
alpha = 0.1

LR = 2e-5
epochs = 15

LR = 2e-5
epochs = 15
temp = 0.5
JI = 0.5
alpha = 0.1

LAB LR = 5e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 1.0
JI = 0.5
alpha = 0.1

LR = 5e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 0.5
JI = 0.5
alpha = 0.1

LR = 5e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 0.5
JI = 0.5
alpha = 0.1

LR = 5e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 0.5
JI = 0.5
alpha = 0.1

LR = 2e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 0.5
JI = 0.5
alpha = 0.1

LR = 2e-5
epochs = 15

LR = 5e-5
epochs = 15
temp = 1.0
JI = 0.5
alpha = 0.1

Table 4: Optimal hyperparameters for the LLMs used in this study.

E. Label Names

Idx ENV LAB
0 ’Air pollution’ ’Employee Health & Safety’
1 ’Biodiversity’ ’Career Mgmt & Training’
2 ’Customers Health and Safety’ ’Working Conditions’
3 ’Energy Consumption & GHGs’ ’External Stakeholder Human Rights’
4 ’Environmental Services & Advocacy’ ’Diversity Equity and Inclusion’
5 ’Materials Chemicals & Waste’ ’Child Labor Forced Labor and Human Trafficking’
6 ’Product End of Life’ ’Labour Practices and Human Rights’
7 ’Product Use’ ’Social Dialogue’
8 ’Water’ ’Social Discrimination’

Table 5: Label indices and their corresponding names per dataset.

F. Confusion Matrices
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Figure 2: Confusion matrices from all models trained on the themes dataset.
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Figure 3: Confusion matrices from all models trained on the ENV dataset.
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Figure 4: Confusion matrices from all models trained on the LAB dataset.
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