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Abstract

Fine-tuning large language models (LLMs) is a
promising approach for domain-specific tasks
such as financial text summarization. How-
ever, the role of prompt design in fine-tuning
LLMs, especially on limited training data, re-
mains under-explored. In this paper, we exam-
ine the impact of instruction complexity and
restricted prompt engineering on fine-tuning
instruction-tuned LLMs for financial headline
generation. Surprisingly, we find that restrict-
ing modifications to a specific portion of the
prompt (the “lead-in phrase” for the LLM as-
sistant role) significantly influences the quality
of the generated outputs, even outperforming
models fine-tuned on more complex instruc-
tions. Our results underscore the pivotal role of
prompt design in adapting LLMs to specialized
domains, and suggest that carefully crafting
specific portions of an instruction-tuned LLM’s
prompt can yield substantial performance gains
even with minimal training data.

1 Introduction

Recent advancements in LLMs (Sanh et al., 2021;
Brown et al., 2020; et al., 2022, 2023b) are finding
wider adoption in finance (Wu et al., 2023; Xie
et al., 2024; Yu et al., 2023a), driven in part by
shared task challenges such as FinLLM. Here, we
discuss our submission to FinLLM Task 2: Finan-
cial Text Summarization, in which we investigate
how the quality of LLM-generated financial news
summaries can be improved by modifying specific
parts of conversational prompts when fine-tuning
instruction-tuned LLMs.

Surprisingly, when fine-tuning
Meta-Llama-3-8B-Instruct1 on a small fi-
nancial news article dataset (Zhou et al., 2021)
with a variety of prompts, the complexity of the
prompt instructions given to the model has rela-
tively little impact on summarization performance.

1https://ai.meta.com/blog/meta-llama-3/

In contrast, fine-tuning with the “right” lead-in
phrase (i.e., the portion of the prompt immediately
before the model begins generating) outperforms
models that are fine-tuned on complex instructions,
as measured with ROUGE-1 (Lin, 2004).

2 Related Work

Financial news articles can have critical impacts
on the stock market (Tetlock, 2005). Prior research
has explored the use of sentiment analysis (Araci,
2019; Sy et al., 2023) on financial news articles to
predict stock movement (Zhou et al., 2021; Kalyani
et al., 2016; Shah et al., 2018; Mohan et al., 2019).
However, sentiment paints news articles with a
broad brush, and is less suitable for nuanced analy-
ses. For such analyses, news article summarization
plays a critical role.

In general, the goal of news article summariza-
tion is to generate a concise text that captures the
key points of a longer news article. Prior works
have relied on datasets such as the CNN/Daily Mail
Corpus (Nallapati et al., 2016) and XSum (Narayan
et al., 2018) for evaluations of various summariza-
tion methods, which can range from those (Liu
and Lapata, 2019) based on BERT (Devlin et al.,
2019) to more recent ones based on GPT (Brown
et al., 2020) models (Zhang et al., 2023; Goyal
et al., 2022). This recent adoption of LLMs (Wu
et al., 2023; Yang et al., 2023b; Lee et al., 2024;
Yu et al., 2023b) has opened up many possibilities
of LLM-based financial news summarization (Xie
et al., 2024). In this work, we explore the interac-
tion between prompt design and fine-tuning LLMs
for financial news summarization.

3 Task and Dataset

3.1 Task Description
FinLLM Task 2 centers around training an LLM
to generate coherent and concise summaries of fi-
nancial news articles. This task is formulated as
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an abstractive summarization problem, where the
model is asked to generate a compact summary that
captures the essence of the article. In order to guide
the model to output such summaries, the partici-
pants in the task are allowed to create their own
prompt and perform fine-tuning on custom datasets.
The organizers detect model cheating when per-
plexities on training and test data are too close in
value, following existing work (Wei et al., 2023)
on data leakage.

3.2 Dataset
We were provided a dataset of 8,000 training sam-
ples and 2,000 test samples from the EDTSUM
dataset2 (Zhou et al., 2021; Xie et al., 2024). Each
sample consisted of two elements: (1) the text of a
financial news article from a source such as Busi-
nesswire or PRNewswire; and (2) the article’s cor-
responding title, which served as an approxima-
tion of an abstractive summary. Thus, the true
task could be better described as “title generation”,
rather than a more broadly-construed summariza-
tion task; this distinction informed our prompt de-
sign. Lastly, along with the dataset, the organizers
provided a baseline prompt template (Xie et al.,
2024) (see Appendix A).

3.2.1 Data Cleaning
Through manual inspection of the training dataset
we found that there existed titles that were too short
or too long to be qualitatively good titles (Table 1).
This led us to examine the distribution of the title
lengths (Figure 1), which we found to be long-
tailed. We reasoned that outliers were likely to
harm model training, and decided to remove sam-
ples with titles shorter than four words and titles
longer than 69 words (99th percentile). We empha-
size we only removed extreme outliers; the remain-
ing samples still reflected the broad spectrum of ti-
tle complexity in original dataset (e.g., we retained
the vast majority of titles that contained subtitles
and bullets).

We also found duplicate titles and samples where
company names used in the title could not be found
in their corresponding article. We filtered out these
samples since they would likely negatively impact
model training as well. Lastly, we found punctua-
tion missing in many of the titles. While missing
punctuation does not impact ROUGE-1, we rea-
soned that such titles would have a lower probabil-
ity of being generated by any LLM, since such se-

2https://huggingface.co/datasets/TheFinAI/edtsum_train

Figure 1: The distribution of news article title length is
long-tailed.

quences are likely out-of-distribution with respect
to the LLM’s pre-training data. To avoid this prob-
lem, we used GPT-4 (et al., 2023b) to impute title
punctuation (see Appendix B). After cleaning, we
had 7,803 training samples remaining.

4 Approach

We first designed a set of prompts by systemat-
ically changing parts of the prompts, and then
fine-tuned Meta-Llama-3-8B-Instruct on each
of these prompts separately. We conjectured that
when training data is limited, as in this task, the
choice of which part of the prompt to modify could
have a large impact on the fine-tuning result.

4.1 Baselines

Our baselines are Gemini Pro (Team et al., 2023)
and LLaMA2-70B (et al., 2023a) as reported in
FinBen (Xie et al., 2024). They were evaluated in
a zero-shot fashion with PIXIU (Xie et al., 2023)
using the baseline prompt.

4.2 Prompt Tuning

4.2.1 Parts of a Prompt
LLMs trained on instructions for chat applica-
tions switch between the two roles, user and as-
sistant (et al., 2023b,a; Jiang et al., 2023; Roller
et al., 2020), allowing a single model to simulate
the conversation between two parties and to act as
one or the other, depending on the role.

One natural way to engineer a prompt is to refine
the instruction given by a user to an assistant before
the latter’s response. In our scenario, this would
involve carefully defining the summarization task
and giving detailed guidelines for the assistant’s
response. Figure 2 shows the instruction portion of
an example prompt in orange.
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Long/Short Title Word Count

Short Annual Financial Report 3

Long Henry Schein Reports Record First-Quarter 2021 Financial Results from Continuing Operations
Total net sales of $2.9 billion up 20.4% versus prior year GAAP diluted EPS from continuing
operations of $1.16 versus prior-year GAAP diluted EPS from continuing operations of $0.91
Non-GAAP diluted EPS from continuing operations of $1.24 versus prior-year non-GAAP
diluted EPS from continuing operations of $0.94 Reflecting strong first-quarter results, the
Company raises guidance for 2021 non-GAAP diluted EPS from continuing operations to be at
or above $3.70

80

Table 1: Examples of titles found in the dataset that are either too short or too long to be qualitatively good titles.

Instruction
You are a seasoned marketing PR professional brainstorm-
ing a captivating headline for a press release at BUSINESS
WIRE and PRNewswire

Write a headline with strong SEO potential. Article: {Body
of News Article}

Just write a title.

Assistant
Title:

{Title}

Figure 2: An example prompt illustrating the different
parts of the prompt. The orange text is the instruction a
user provides, and the blue text is a lead-in phrase for
the assistant’s generation. The violet text is the final
title that the model generates. Here, we use a simple
instruction and “Title: ” as a lead-in phrase.

Another way to tune a prompt is to control the
assistant’s lead-in phrase, just before it generates
its response. Figure 2 shows an example of a lead-
in phrase in blue. Prior works (Kojima et al., 2022;
Wei et al., 2022) have shown that zero-shot LLM
predictions can be improved by adding “Let’s think
step by step.” to the prompt immediately before
the response. Along these lines, we manipulated
the conversational lead-in phrase of the assistant
response; e.g., we controlled the start of the assis-
tant response to be “Title:” or “Here is a headline
with strong SEO potential:”. As instruction-tuned
models such as Meta-Llama-3-8B-Instruct are
trained to be conversational, we found that certain
lead-in responses are better suited for chat interac-
tions than others, even when the instruction portion
remains the same.

4.2.2 Prompt Design

First, we manually created relatively simple
prompts (Figure 2). For example, we simply
changed the lead-in phrase from “Answer:” in
the baseline prompt provided by the organizers to

“Title: ” because it better aligns with the task. From
this simple prompt, we crafted additional prompts
by modifying the instruction and the lead-in phrase
parts of the prompt.

Instruction. We designed four different prompts
by replacing the simple instruction with more com-
plex instructions, while keeping the lead-in phrase

“Title: ” fixed. These complex prompts had much
more detailed instructions than just asking the
model to “Write a headline with strong SEO poten-
tial.”. In Table 2, we present the best-performing
complex instruction alongside a baseline instruc-
tion and a simple instruction. For a comprehen-
sive list of all complex instructions tried, see Ap-
pendix C.

Lead-In Phrase. In total, we devised three lead-
in phrases: (1) “Title: ”, (2) “” (empty string), and
(3) “Here is a headline with strong SEO potential: ”.
When the lead-in is empty, the model is free to start
its response in whatever manner it chooses. Phrase
3 originates from our initial prompt exploration
efforts; Meta-Llama-3-8B-Instruct sometimes
started its generations with this phrase. Since the
model already produced this lead-in phrase on its
own, we conjectured that it could improve the qual-
ity of generated titles and kept it.

4.2.3 Model Fine-tuning
We fine-tuned Meta-Llama-3-8B-Instruct
hosted on huggingface hub3 using AutoTrain4,
with default settings. To determine the number
of epochs to train the model, we first split the
training set 9:1, to create a small validation split.
We found that six epochs gave the best ROUGE-1
score on the validation split, and subsequently
fine-tuned Meta-Llama-3-8B-Instruct for six
epochs over the entire dataset, resulting in the
model we submitted.

3https://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct

4https://github.com/huggingface/autotrain-advanced
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Type Instruction

Baseline You are given a text that consists of multiple sentences. Your task is to perform abstractive summarization on this text.
Use your understanding of the content to express the main ideas and crucial details in a shorter, coherent, and natural
sounding text.{Body of News Article}

Simple You are a seasoned marketing PR professional brainstorming a captivating headline for a press release at BUSINESS
WIRE and PRNewswire Write a headline with strong SEO potential. Article: {Body of News Article} Just write a title.

Complex You are a helpful assistant. You are given a challenge. Below is the text of a press release article. The title has been
hidden from you. The goal is to figure out the exact title based on the body of the article. You know that articles such as
these can have either simple titles or complex titles that include subtitles in a bullet list. However, it is tricky to determine
whether an article should have a simple or complex title, so you need to pay careful attention to the content of the article
for any hints or clues. Do your best to write the exact title that was hidden from you. {Body of News Article}

Table 2: Instruction Variations. The baseline instruction is provided by the organizers.

Model Zero-Shot/Fine-tune Instruction Lead-in ROUGE-1

Baselines
Gemini Pro Zero-shot Baseline “Answer: ” 0.39
LLaMA2-70B Zero-shot Baseline “Answer: ” 0.25

Ours
Meta-Llama-3-8B-Instruct Zero-shot Simple “Title: ” 0.402

Fine-tune Simple “Title: ” 0.446

Fine-tune Complex “Title: ” 0.441

Fine-tune Simple “” 0.412

Fine-tune Simple “Here is a headline with
strong SEO potential:”

0.500

Table 3: Test ROUGE-1 Score on EDTSUM. We only show the best performing result for the prompts with complex
instructions.

5 Results

As shown in Table 3, zero-shot title prediction
by Meta-Llama-3-8B-Instruct with a simple
instruction (ROUGE-1: 0.402) already outper-
forms both Gemni Pro (ROUGE-1: 0.39) and
LLaMA2-70B (ROUGE-1: 0.25). Fine-tuning fur-
ther improves the ROUGE-1 score from 0.402 to
0.446, using a simple instruction and “Title: ” as
a lead-in phrase. This result underscores the sig-
nificance of fine-tuning for adapting foundation
models to a specific downstream task.

Surprisingly, we observed that varying the in-
struction has marginal effect on ROUGE-1 score
when the model is fine-tuned. In fact, even a
best performing complex instruction with detailed
guidelines and a careful task definition (ROUGE-1:
0.441) performed worse than a simple instruction
(ROUGE-1: 0.446) by 0.005.

In contrast, varying the lead-in phrase has a
substantive impact on performance. Among the
fine-tuned models, the model that performed worst
(ROUGE-1: 0.412) had an empty lead-in phrase.
Meanwhile, by simply replacing “Title: ” with
“Here is a headline with strong SEO potential: ”,
and keeping the simple instruction, we achieved

our best result (ROUGE-1: 0.500). This suggests
that when fine-tuning a model trained for chat ap-
plications, tailoring how the assistant starts its con-
versational response (i.e., the lead-in phrase) is
substantially more important than giving complex
instructions, if we want the model to achieve high
ROUGE-1 performance.

6 Conclusions

Our study highlights the crucial role of prompt en-
gineering in fine-tuning LLMs. Specifically, we
find that refining the lead-in phrase of the assis-
tant response significantly improves performance
when fine-tuning instruction-tuned models such as
Meta-Llama-3-8B-Instruct.

However, manually crafting these prompts can
be resource-intensive in practical deployments.
In future works, we plan to explore automated
approaches to optimize lead-in phrases using
frameworks such as Optimization by Prompting
(OPRO) (Yang et al., 2023a).
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A Baseline Prompt Provided By
Organizers

You are given a text that consists of multiple
sentences. Your task is to perform abstractive
summarization on this text. Use your understanding
of the content to express the main ideas and
crucial details in a shorter, coherent, and
natural sounding text.{Body of News Article}
Answer:

B GPT-4 Instruction Used to Add
Punctuation

You are a helpful proofreader. The text below has
no period punctuation. Please add it back. Respond
with only the updated text.\n\nText:

C Prompts with Various Instructions

Instruction
You are a helpful assistant.

You have written a press release for your employer. The
text of it follows these instructions. You need to now write
a suitable title for the press release. You know that some
press releases in the past have had a single title, while others
have had a main title accompanied by subtitles. Taking that
into account, you should write a title that is appropriate for
this article. In any case, do your best to write a title that
will make the reader feel interested in reading the article
itself, and to ensure that your title has high SEO potential.

Here is the article:

{Body of News Article}

Assistant
Title:

{Title}
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Instruction
You are a financial research analyst.

You ran a web scraper script that scrapes press release
articles from company and newswire websites. However,
there was a bug in the script that accidentally left out all
the titles. You know some articles have a single title, while
others have a main title followed by subtitles. Knowing this,
do your best to write an appropriate title for the scraped
article below.

{Body of News Article}

Assistant
Title:

{Title}

Instruction
You are a large language model.

You are given a prompt to generate the title of a financial
news article, e.g., a press release. Even though you aren’t
allowed to know the actual title of the article, the title you
generate must have a high ROUGE-1 score with respect to
the actual title of the article. Since it’s a ROUGE-1 score,
you want to maximize the number of words that overlap
with the actual title, regardless of the order in which they
appear in the title.

Here is the article:

{Body of News Article}

Assistant
Title:

{Title}

Instruction
You are a helpful assistant.

You are given a challenge. Below is the text of a press
release article. The title has been hidden from you. The
goal is to figure out the exact title based on the body of the
article. You know that articles such as these can have either
simple titles or complex titles that include subtitles in a
bullet list. However, it is tricky to determine whether an
article should have a simple or complex title, so you need
to pay careful attention to the content of the article for any
hints or clues. Do your best to write the exact title that was
hidden from you.

{Body of News Article}

Assistant
Title:

{Title}

D Prompts with Various Lead-in Phrases
Instruction
You are a seasoned marketing PR professional brainstorm-
ing a captivating headline for a press release at BUSINESS
WIRE and PRNewswire

Write a headline with strong SEO potential. Article: {Body
of News Article}

Just write a title.

Assistant

{Title}

Instruction
You are a seasoned marketing PR professional brainstorm-
ing a captivating headline for a press release at BUSINESS
WIRE and PRNewswire

Write a headline with strong SEO potential. Article: {Body
of News Article}

Just write a title.

Assistant
Here is a headline with strong SEO potential:

{Title}
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