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Abstract

The application of reinforcement learning in
algorithmic trading for spot trading, wherein
the state is represented using price data, is a
well-explored problem. However, these works
perform spot trading in an index, which is not
the market norm. Recent works have explored
the use of reinforcement learning for perform-
ing high-frequency trading in the futures mar-
ket. These works also combine news data and
price data to represent the state. However, the
news data is represented using news sentiment,
which is not the optimal solution for represent-
ing the contextual information of news data.
This paper proposes an RL framework that fac-
tors in the contextual information of the news
data by using text embedding models and com-
bines this with price data to perform futures
trading. The paper investigates the impact of
using different text embedding models on the
trading strategy of the RL agent. Further, the
paper also investigates whether using news con-
text representation improves the trading deci-
sions of the proposed model. The models are
evaluated on NIFTY 50 index. The evaluation
metrics show that using news contextual repre-
sentation to represent the news data improves
the trading performance of the RL agent.

1 Introduction

Reinforcement learning (RL) in algorithmic trading
involves using trading agents that detect and lever-
age hidden signals in numerical and non-numerical
data sources to open or close a position in the mar-
ket. The goal of the agent is to learn an optimal trad-
ing strategy that maximizes the profit of the agent.
In reinforcement learning, the agent interacts with
the environment and modifies its policy based on
the reward it receives from the environment. Addi-
tionally, the agent uses an exploration-exploitation
strategy to learn the actions that eventually lead
to the optimal policy. This property enables the
agent to operate in unseen conditions as well. Thus,

in the case of using reinforcement learning for al-
gorithmic trading, the agent can learn a dynamic
trading strategy to operate in the highly temporal
stock market environment.

The current literature on reinforcement learning
for algorithmic trading widely uses price data, a
numerical data source for designing the RL agent.
The price data consists of historical OHLCV val-
ues and technical indicator values (Jeong and Kim,
2019; Wu et al., 2020; Théate and Ernst, 2021;
Taghian et al., 2022; Yang et al., 2023). In these
works, the trading agent primarily uses DQN (Mnih
et al., 2015), which is an off-policy based RL algo-
rithm. The trading agent performs spot trading and
operates only once a day before the market closes.
Thus the agent operates in a less noisy environment
as the market trend already reflects the activity of
the other stakeholders in the market. Also, these
works directly perform spot trading instead of fu-
tures trading in an index, which is not the market
norm.

Recent works have aimed to combine news data,
which is a non-numeric data source, and price data
to represent the state of the environment to perform
trading in the share market (Gangopadhyay and
Majumder, 2023a). The authors in this work repre-
sent the news data using the news sentiment. The
agent operates in a noisy environment as the other
stakeholders are also active in the market. The au-
thors compare the performance of RL agents that
use DQN and PPO (Schulman et al., 2017) which
is an on-policy based RL algorithm. The authors
show that in such conditions using PPO as the RL
agent is well-suited as it uses the samples of the
current trajectory to update the policy.

However, using news sentiment to represent the
news data can give false positive and false negative
signals from the news articles, which can impact
the performance of the trading agent. Thus, using
news sentiment to represent the contextual infor-
mation of the news data is not an optimal solution,
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and we need to explore the use of text embedding
models to embed the context of the news data and
use these news embeddings along with price data
for representing the state. Therefore, based on this
we investigate the following research questions:

• RQ1: How an RL agent can factor in the con-
textual representation of news data and com-
bine it with price data to make trading deci-
sions?

• RQ2: Can using contextual representation of
news data along with price data improve the
trading decisions of an RL agent?

In this paper, we propose an RL framework that
leverages the contextual information of the news
data and price data to perform futures trading at a
high frequency. We use text embedding model to
embed the news articles in the news data and use
these embeddings along with price data to repre-
sent the state. Based on the findings of Gangopad-
hyay and Majumder (2023a) we use PPO as the
RL agent. We use a feature extraction module to
extract features from the state. In this work, we
also compare the effect of using different text em-
bedding models on the trading performance of the
RL agent. We evaluate the effect of using different
text embedding models by trading in the NIFTY 50
index. Our experiments show that factoring in the
news context leads to an improvement in the trad-
ing performance of the model. The code repository
of this work is available here.

2 Related Work

The current literature on using reinforcement learn-
ing for algorithmic trading primarily focuses on
spot trading in the stock market wherein the agent
takes an action only once in a day before the mar-
ket closes. Though some works have explored us-
ing reinforcement learning for algorithmic trading
in the futures market. In the off-policy based ap-
proach the authors use DQN as the RL agent (Jeong
and Kim, 2019; Wu et al., 2020; Théate and Ernst,
2021; Taghian et al., 2022; Yang et al., 2023). In
the on-policy based approach the authors use policy
gradient (Lei et al., 2020), PPO (Hirchoua et al.,
2021; Gangopadhyay and Majumder, 2023a), de-
terministic policy gradient (Wu et al., 2020) as
the RL agent. Recent works have also explored
RL agent that uses an ensemble of on-policy and
off-policy based RL algorithms (Yang et al., 2020;
AbdelKawy et al., 2021).

In some works the authors use a discrete action
space wherein the RL agent can perform three ac-
tions [+1,−1, 0] (Jeong and Kim, 2019; Hirchoua
et al., 2021; AbdelKawy et al., 2021; Lei et al.,
2020) indicating buy, sell and hold or two actions
[−1,+1] (Taghian et al., 2022; Yang et al., 2023;
Théate and Ernst, 2021) indicating buy and sell.
The use of discrete action space leads to the curse
of dimensionality, which reduces the scalability of
the RL agent to trade with a variable number of
shares. Thus, in the case of discrete action space,
the authors generally trade in a fixed number of
shares. The papers that use on-policy based RL
agents use a continuous action space (AbdelKawy
et al., 2021; Gangopadhyay and Majumder, 2023a)
wherein the action lies between [−1,+1], which
overcomes the limitations of using a discrete action
space.

The works that use only price data to represent
the state use the OHLCV values, technical indica-
tors, stock trends, account balance as the price data.
Generally, the authors use the raw values of the
price data of the previous day to represent the state.
However, some works consider the price data as
a time series and thus use a window of price data
to represent the state. These works use encoder
models such as GRU (Wu et al., 2020; Taghian
et al., 2022), attention-based GRU (Lei et al., 2020),
transformers (Yang et al., 2023), CNN1D, CNN2D
(Taghian et al., 2022) to extract the features from
the sequence. Taghian et al. (2022) compare the
performance of RL agents when using raw OHLC
values and a window of OHLC values to represent
the state and show that using a feature extraction
module can improve the performance of an RL
agent. Gangopadhyay and Majumder (2023a) per-
form HFT in the futures market using a combina-
tion of news data and price data to represent the
state. The authors represent the news data using
news sentiment and a feature extraction module
that uses CNN to extract features over a window of
prices and news sentiments.

In the current literature the reward function gen-
erally use the relative difference between the close
prices or the difference in close prices as the reward
function. The authors evaluate the trading models
using evaluation metrics such as total profit, Sharpe
ratio, Sortino ratio, maximum drawdown, and re-
turns.
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3 Proposed Approach

We propose an RL framework that trades in futures
contracts in a minute-wise time series setting. At
each time step t the agent uses the state st and
reward rt to determine the action at that will be
executed at the next time step t+ 1. The RL agent
leverages the hidden signals in the news data and
price data to determine the action. In this approach
we consider all contracts as near month contracts,
so the contracts will expire at the last Thursday of
every month when the market closes. The agent
can take a long or short position in the market and
carry forward a position to the next day. When a
contract expires all the open positions of the agent
are automatically closed. We train the agent based
on episodes, wherein each episode is the duration
between the start and expiry of a contract. We use
the environment used in Gangopadhyay and Ma-
jumder (2023a) to simulate the execution of buying
and selling of futures contracts. We describe in
detail the components of the RL framework in the
subsections 3.1, 3.2, 3.3, and 3.4.

3.1 State

We use news data and price data to represent the
state (st). We represent the price data at time
step t by using the technical indicator values from
time steps t− w to t where w is the window size.
The technical indicator values 1 consist of ADX,
MACD, MOM, ATR, RSI, Slow %K, Williams %R,
BBAND, EMA. At each time step i (i ∈ [t−w, t]),
we construct a price vector denoted as pricei which
consists of these technical indicator values. Thus,
the price data is a sequence of price vectors denoted
as [pricet−w, ..., pricet].

We represent the news data at time step t by
using k latest news article titles published between
time steps t− w′ to t where w′ is the window size.
Thus, the news data is represented as a sequence of
news article titles [news1, news2, ..., newsk]. We
use text embedding model to embed the context
of a news article title and represent a news article
title newsj (j ∈ [1, k]) using a news embedding
denoted as nj . Thus, the news data is a sequence
of news embeddings denoted as [n1, ..., nk]. The
state st is represented as combination of sequence
of price vectors and news vectors.

As we are examining the effect of using differ-
ent text embedding models on the performance

1https://www.incrediblecharts.com/indicators/technical-
indicators-az.php

of the trading agent, so in this work we com-
pare the performance of the trading agent when
using transformer encoder-based and transformer
decoder-based text embedding models. In trans-
former encoder-based embedding models we use
BERT (340M parameters) (Devlin et al., 2018) and
FinBERT (340M parameters) (Araci, 2019). LLMs
can provide a richer representation of the text due to
a considerable increase in the number of the train-
able parameters of the model and amount of data
on which it is pretrained. All the major LLMs use
the transformer decoder for text representation. So
in transformer decoder-based embedding models
we use Llama 2 (7B parameters) (Touvron et al.,
2023) and Mistral (7B parameters) (Jiang et al.,
2023).

As we are using a GPU resource poor setup for
this work we do not finetune these text embedding
models w.r.t. to our trading task rather we directly
use the use these models in inference mode to get
the embeddings. In BERT and FinBERT we take
a sum of the token embeddings at the last layer to
represent a news title. In Llama 2 and Mistral we
use the embedding of last token in the sequence to
represent a news title. Further, in this work we use
4-bit quantized AWQ (Lin et al., 2023) versions of
Llama 2 and Mistral to enable inference of these
models in the GPU resource poor setting.

3.2 Action
The action is the number of lots that agent intends
to buy or sell. We use a continuous control set-
ting in our proposed approach, so we define action
space as A ∈ [−1,+1]. The values of the action
at lies within this action space. We define the max-
imum number of lots (max_lots) that the agent
can buy or sell and use Equation 1 to get the actual
number of lots that the agent wants to buy or sell.
The use of a discrete action space will lead to the
curse of dimensionality if we increase the number
of lots that the agent can buy or sell, where as the
continuous action space allows the agent to scale
easily to trade in a high number of lots.

at = ⌊max_lots× at⌋ (1)

3.3 Agent
The agent uses PPO which is an on-policy based
RL algorithm. As the state consists of a sequence
of news vectors and price vectors, so the agent uses
a feature extraction module to extract features from
the state st and form a feature vector denoted as
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ft. PPO uses this feature vector ft to determine the
action at. The feature extraction module is shown
in Figure 1.

Figure 1: Architecture of feature extraction module

The feature extraction module consists of the
following modules: news encoder, price encoder
and state encoder. The news encoder module uses
a CNN layer to capture the local contextual rela-
tionship between the sequence of news vectors to
get the context vectors [c′1, ..., c

′
k] as output. It then

uses Equation 2 to form a news sequence vector
denoted as nsv.

nsv =

j=1∑
k

c′j (2)

It then passes nsv through two fully connected
neural layers to get a single value as output and
applies a sigmoid function over the single value to
get the news context value denoted as ncv (ncv ∈
[0, 1]) which represents the context encoded in the
sequence of news vectors.

The price encoder module uses a CNN layer to
capture the local contextual relationship between
the sequence of price vectors to get the context vec-
tors [ct−w, ..., ct] as output. It then uses Equation
3 to form a price sequence vector denoted as pv.
It then passes pv through a fully connected neu-
ral layer to get the price embedding denoted as pe
which encodes the contextual relationship of the
price vectors.

pv =
t∑

i=t−w

ci (3)

The state encoder module concatenates ncv, pv
and previous action take by the agent (at−1) and
passes it through a fully connected neural layer to

form the feature vector ft. We use CNN in the news
encoder and price encoder, as it can effectively
capture the context of a sequence (Gangopadhyay
and Majumder, 2023b).

PPO consists of policy network and value net-
work wherein the policy network determines the
action and the value network gives the expected
returns associated with the action. Both the net-
works consist of two fully connected neural layers
which use the feature vector ft to determine the
action and value function. The policy network and
value network share the parameters of the feature
extraction module.

3.4 Reward Function
The reward function considers the short-term re-
ward of an action w.r.t. change in close prices from
t to t+ 1 and long-term reward of an action w.r.t.
change in the balance of the agent from t to t+ 1
to calculate the reward denoted as rt (Gangopad-
hyay and Majumder, 2023a). We use Equation 4
to calculate rt where, ct indicates the close price at
time step t, balancet indicates the balance of the
agent at time step t and at is the value that we get
from Equation 1. The equation uses a λ value to
balance the short-term and long-term rewards.

rt = λ× (at × (ct+1 − ct))

+ (1− λ)× (balancet+1 − balancet)
(4)

4 Dataset

The dataset consists of news data and price data.
The news data comprises of archive news articles
from the Economic Times 2 from 2010-2021 . We
use a proprietary classifier to select only financial
news articles from the news articles. The price data
consists of minute-wise OHLC prices of NIFTY
50 index 3 from 2010-2021. We calculate the
technical indicators values mentioned in the pro-
posed approach from these prices and perform a
z-normalization over the technical indicator values.

5 Evaluation Metrics

1. Total Profit: It is the profit earned at the end
of the trading session. It is the difference
between the balance earned at the end of the
trading session and the balance at the start of
the trading session.

2https://economictimes.indiatimes.com/archive.cms?from=mdr
3https://www.kaggle.com/datasets/nishanthsalian/indian-

stock-index-1minute-data- 2008-2020
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2. Return (%): It is the percentage of the relative
difference between the balances at the end
of the trading session and start of the trading
session.

3. Maximum Drawdown (MDD): MDD indi-
cates the maximum loss a trading agent can
incur in a trading session. It calculates this by
measuring the relative difference the highest
peak and lowest trough before the next peak
is achieved. The duration between the two
peaks indicates the time taken by the agent to
recover from the loss.

4. Volatility: Volatility indicates the risk asso-
ciated with an investment during a trading
session. It is measured using the variance (σ)
of the daily returns times the number of trad-
ing days (D) in a trading session. Volatility is
calculated using Equation 5.

‘Volatility = σ
√
D (5)

5. Sharpe Ratio: Sharpe Ratio is the ratio of ex-
pected returns (E(R)) in a trading session and
the volatility in the trading session. Sharpe
Ratio is calculated using Equation 6, wherein
we assume the risk free rate to be zero.

Sharpe Ratio =
E(R)

σ
(6)

6. Sortino Ratio: Sortino Ratio is the ratio of
expected returns in a trading session and the
standard deviation of the negative returns (σd)
in a trading session. Sortino Ratio is calcu-
lated using Equation 7, wherein we assume
the risk free rate to be zero.

Sortino Ratio =
E(R)

σd
(7)

6 Experimental Setup

In this work we use Nvidia-RTX 20280Ti GPU
consisting of 11GB VRAM. We use the data from
2010-2016 for training the trading models and we
evaluate the models over the years 2017-2021. As
per the market rules we set the size of a single lot
for the years 2010-2017 to 25 and from 2018-2021
to 75. The maximum number of lots (max_lots)
that agent can trade is 3. The starting balance for
each test year is shown in Table 1, the balance is the
product of the maximum number of lots that agent

can trade and the share price at the start of the trad-
ing session. We set the maximum sequence length
of a news article title to 40 tokens. At each time
step t we consider the news articles published in
last 60 mins and thus set the value of w′ to 60 and
select the latest 10 news articles published within
this window, thus we set k to 10. The graphs indi-
cating the occurrence of sequence of news articles
in the 1 hour window for training data and test data
are shown in Figures 2 and 3. From the graphs we
can observe that we are dealing with sparse data
while dealing with news data. In this work, we con-
sider the price data of last 5 minutes and thus set
the value of w to 5. The λ value in the reward func-
tion is set to 0.85 (Gangopadhyay and Majumder,
2023a). The PPO algorithm uses Adam optimizer
to perform optimization of the neural network lay-
ers. The parameters of policy network and value
network of PPO and the parameters of the feature
extraction module are given in Appendix A.1. The
hyperparameters for training the different models
is given Appendix A.2.

Figure 2: The frequency of occurrence of the length
of the sequence of news articles present within 1 hr
window (Training data)

Figure 3: The frequency of occurrence of the length
of the sequence of news articles present within 1 hr
window (Test data)
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Year 2017 2018 2019 2020 2021

Initial Balance 615757.5 2369632.5 2448382.5 2745483.75 3149122.5

Table 1: Initial balance at start of each test year

7 Results

In this section, we compare the trading perfor-
mance of the proposed trading model when we
use different text embedding models to embed the
news data. As mentioned in the section 3.3, we
compare the trading model w.r.t. BERT (768 di-
mension news embedding), FinBERT (768 dimen-
sion news embedding), Llama 2 (4096 dimension
news embedding), and Mistral (4096 dimension
news embedding). The year-wise total profit and
average total profit is shown in Table 2. The year-
wise return (%) and average return (%) is shown
in Table 3. The year-wise MDD (%) and MDD
duration (days) and average MDD (%) and average
MDD duration (days) are shown in Table 4 and
Table 5 respectively. The average volatility, Sharpe
Ratio and Sortino Ratio are shown in Table 6, Table
7 and Table 8 respectively.

Total Profit

Years BERT FinBERT Llama 2 Mistral

2017 229038.31 246737.37 152081.5 433339.06

2018 1083313.68 1154277.93 1235783.81 1314911.06

2019 1393744.87 1750031.24 1653581.06 936973.68

2020 3010310.81 3735349.31 3914199.37 3603385.68

2021 2008915.68 1240028.06 3296598.74 2266329

Avg. Profit 1545064.67 1625284.78 2050448.89 1710987.7

Table 2: Total Profit of the proposed trading model when
using different text embedding models

Compared to the other text embedding models,
we observe that using Llama 2 for news embed-
ding gives the highest total profit and return (%),
followed by Mistral, FinBERT, and BERT. Using
FinBERT for news embedding gives the lowest
MDD (%) and MDD duration of 26.277 % and
17.8 days, respectively, whereas using Llama 2
gives the highest MDD (%) and MDD duration of
27.813 % and 38.8 days respectively. We observe
that the trading model faces similar loss percent-
ages when using FinBERT and Llama 2, but the
duration for which the trading model is at a loss
is lower in FinBERT than in Llama 2. In terms of
volatility, which indicates the risk of an investment,

Return (%)

Years BERT FinBERT Llama 2 Mistral

2017 37.19 40.07 24.69 70.37

2018 45.71 48.71 52.15 55.49

2019 56.92 71.47 67.53 38.26

2020 109.64 136.05 142.56 131.24

2021 63.79 39.37 104.68 71.96

Avg. Return (%) 62.65 67.13 78.32 73.46

Table 3: Return (%) of the proposed trading model when
using different text embedding models

Llama 2 has a volatility of 2.18, which is lower
than BERT by 0.191, lower than Mistral by 0.181,
and higher than FinBERT by 0.267. We also ob-
serve that using BERT gives the highest volatility
and lowest return (%), indicating that it takes risky
actions which yield lower returns. The Sharpe ratio
and Sortino ratio of Llama 2 and Mistral are higher
than BERT and FinBERT and thus indicate that
using LLMs increase the volatility of the trading
model but they also yield higher returns. The return
(%) and MDD show that using FinBERT for em-
bedding the news data improves the performance of
the trading model than using BERT. Thus we infer
that finetuning a pretrained language can improve
the trading performance as it can better represent
the context of a financial news article.

MDD (%)

Years BERT FinBERT Llama 2 Mistral

2017 29.76 26.41 33.62 30.245

2018 27.01 25.77 27.6 26.09

2019 28.14 26.48 26.97 27.17

2020 26.19 24.89 25.88 25.81

2021 27.61 27.82 24.96 27

Avg. MDD (%) 27.74 26.27 27.81 27.26

Table 4: MDD (%) of the proposed trading model when
using different text embedding models

Since, Llama 2 and Mistral are LLMs with
higher model parameters and are pretrained on
more text data than BERT and FinBERT. These
factors lead to a more robust representation of the
news data, thus improving the trading performance
of the RL agent. Thus, using LLMs for text em-
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MDD Duration (Days)

Years BERT FinBERT Llama 2 Mistral

2017 30 14 147 50

2018 21 2 9 25

2019 34 9 24 29

2020 5 48 9 5

2021 16 16 5 39

Avg. MDD (Days) 21.2 17.8 38.8 29.6

Table 5: MDD duration (days) of the proposed trading
model when using different text embedding models

bedding leads to higher returns accompanied with
high investment risk, which corresponds with the
efficient market hypothesis which states that to get
higher returns, we need to take higher risk in invest-
ments (Fama, 1970). In the current literature Mis-
tral (7B) has outperformed Llama 2 (13B) in vari-
ous tasks (Jiang et al., 2023) whereas in this work,
we find that the total profit and return (%) of Llama
2 are higher than that of Mistral by 3,39,461.199
and 4.858 %, respectively. However, the MDD (%)
and MDD duration of Mistral is lower than Llama
2 by 0.547 % and 9.2 days. The performance of
Llama 2 improves when using AWQ 4-bit quan-
tization (Lin et al., 2023), but in this case, using
AWQ 4-bit quantization may have affected the per-
formance of Mistral.

However, the results show that the proposed ap-
proach can combine the contextual representation
of the news data with price data to detect hidden
signals in the data and exploit it to perform HFT in
the futures market, thus answering our RQ1.

Volatility

BERT FinBERT Llama 2 Mistral

Avg. Volatility 2.37 1.91 2.18 2.36

Table 6: Volatility of the proposed trading model when
using different text embedding models

7.1 Comparison with existing approaches

Based on the return (%), we select the model
that uses Llama 2 for news embedding as our
best-performing model. We term this model as
PPO_Llama_2. We compare this model with
PPO_P, which uses only price data, i.e., a sequence

Sharpe Ratio

BERT FinBERT Llama 2 Mistral

Avg. Sharpe Ratio 0.08 0.07 0.08 0.08

Table 7: Sharpe ratio of the proposed trading model
when using different text embedding models

Sortino Ratio

BERT FinBERT Llama 2 Mistral

Avg. Sortino Ratio 0.15 0.11 0.14 0.15

Table 8: Sortino ratio of the proposed trading model
when using different text embedding models

of technical indicator values to represent the state,
and PPO_FEM_PT, which uses price data and sen-
timent of news titles in the news data to represent
the state (Gangopadhyay and Majumder, 2023a).
We compare these models based on average return
(%), average MDD (%), and average MDD dura-
tion. The comparison of the results of these models
are shown in Table 9.

Trading Model Return (%) MDD (%) MDD Duration (Days)

PPO_P 25.75 -26.81 47.6

PPO_FEM_PT
52.81

(+27.06)

-29.68

(-2.87)

41.6

(-6)

PPO_Llama_2
78.32

(+25.51)

-27.81

(+1.87)

38.8

(-2.8)

Table 9: Comparison of trading models based on Avg.
Return (%), Avg. MDD (%) and Avg. MDD duration
(days)

We observe that the return (%) of PPO_Llama_2
is higher than PPO_FEM_PT by 25.51 % and
higher than PPO_P by 52.576 %. The duration
for which PPO_Llama_2 faces a loss is less than
PPO_FEM_PT by 2.8 days and less than PPO_P
by 8.8 days. We observe that using the contextual
representation of the news articles and a CNN layer
to discover the relationship between the context of
the sequence of news articles leads to a better rep-
resentation of news data than using the aggregate
of sentiments of news articles to represent the news
data. We infer that news sentiment may not always
convey the actual intent of a news article title and
lead to generating false signals from the news data.
Factoring in the news context reduces the false sig-
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nals and greatly improves the performance of the
RL agent and hence answers our RQ2.

8 Conclusion and Future Work

The results of the proposed trading model show
that using news data context along with price data
leads to an improvement over the model that uses
news data sentiment along with price data or uses
only price data. The results of FinBERT show
that domain specific language models lead to an
improvement in returns while also reducing the
MDD. Increasing the text embedding model param-
eters improves the trading performance of the trad-
ing model, as we observed with the use of LLMs.
Thus, in the future, we need to finetune the LLMs
on financial texts and use this finetuned LLM to
improve the trading performance of the RL agent.
Future studies should also focus on using the article
body instead of only the news title.

In this work, we deal with sparsity in availabil-
ity of news as at time step t we used news data
published in the last 60 mins preceding time step
t. Increasing the number of hours led to non-
convergence in training of the trading model. This
sparsity affects the performance of the RL agent.
The use of news data as the source of non-numeric
data may also lead to some lag between when the
information was available and when it was pub-
lished, which may have affected the trading per-
formance. In future work, we need to explore the
use of multimodal news sources to bridge over the
sparsity and time lag of news articles. Also, factor-
ing in longer context length using the news article
body instead of the title needs to be examined for
better contextual representation. Future research
should also focus on the adversarial training of the
trading agents to guard against fake news, which
can adversely affect the performance of the trading
agent.
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A Appendix

A.1 Model Configuration
The configuration of the news encoder in the fea-
ture extraction module for different text embedding
models is shown in Table 10. The configuration
of the price encoder and state encoder in the fea-
ture extraction module for different text embedding
models is shown in Table 11. The CNN layer uses
a kernel size of 3 for all models. The parameters of
policy network and value network of PPO is shown
in Table 12.

News Encoder

Text Embedding Model CNN Layer 1 Layer 2

BERT
768× 200 200× 100 100× 1

FinBERT

Llama 2
4096× 1000 1000× 500 100× 1

Mistral

Table 10: Parameters of news encoder in the feature
extraction module

Price Encoder State Encoder

Text Embedding Model CNN Layer 1 Layer 1

BERT

14× 14 14× 14

16× 16

FinBERT 16× 64

Llama 2 16× 128

Mistral 16× 16

Table 11: Parameters of price encoder and state encoder
in the feature extraction module

PPO

Text Embedding Model Policy Network Value Network

BERT 16× 16

FinBERT 64× 16

Llama 2 64× 64

Mistral 64× 64

Table 12: Parameters of policy network and value net-
work of PPO

A.2 Hyperparameters
The hyperparameters for training the models are
shown in Table 13.

Text Embedding Model BERT FinBERT Llama 2 Mistral

Learning Rate 0.0002 0.0002 0.00019 0.00019

Batch Size 128 128 128 128

Entropy Co-efficient 0.02 0.02 0.02 0.02

Epochs 6 6 7 6

Steps 2000 1500 1500 1500

Table 13: Hyperparameters for training the models
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