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Abstract

This paper aims to map out the current land-
scape of generative approaches to the task of
event extraction. In surveying the emerging
literature on the topic, we identify the distinc-
tive properties of existing studies and catalogue
them to build a comprehensive view of the var-
ious techniques employed. Finally, looking
ahead, we argue for a new generative formula-
tion of event extraction, allowing for a better
fit between methodology and task – a proposal
that could also pertain to many other traditional
NLP tasks currently based on annotations of
text-spans.

1 Introduction

Event extraction is one of the core applications
in Natural Language Processing (NLP), aiming
to create structured representations of events de-
scribed in unstructured text. The task revolves
around the identification and categorisation of pre-
defined types of events within texts. This is typi-
cally broken down into identifying and categorising
so-called event triggers and their respective argu-
ments, along with their relevant properties and rela-
tionships, such as time, location, and participants.

Recently, generative language models have seen
widespread uptake across many subfields of NLP,
and event extraction is no exception. Generative
approaches to event extraction sometimes deviate
from the traditional way of identifying and cate-
gorising events and their arguments, introducing
new opportunities and challenges with respect to
both training and evaluation.

This paper provides an overview of the current
landscape of generative approaches to event extrac-
tion by focusing on a representative set of tech-
niques across different dimensions. We survey how
the task of event extraction is approached across
the range of decoder-only and encoder–decoder
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Figure 1: The two subtasks of event extraction on a
sample from ACE. The event type is shown in blue over
the trigger highlighted in orange. The event arguments
are highlighted in green with their role specified under
each argument.

models with regards to generating the extracted
event fields as natural language – as opposed to the
traditional sequence labelling or boundary identifi-
cation approaches. For readers seeking a broader
overview of event extraction approaches, the sur-
veys by Xiang and Wang (2019), Liu et al. (2021)
and Li et al. (2022) can be explored.

Event extraction (EE) is traditionally approached
as a sequence labelling problem. The annotations
identify specific text spans that highlight event trig-
gers with their associated arguments. This leads to
the task being broken up into two parts as shown in
Figure 1: (1) event detection (ED) where event trig-
gers are identified and the event is categorised into
a type. An event trigger typically corresponds to
the word(s) in the text that most clearly describes an
event. In the example of Figure 1, “leave” evokes
an “End-Position”-type event. (2) event argu-
ment extraction (EAE) where event arguments are
identified along with their role. The role is the se-
mantic relationship of the argument to the event. In
the example of Figure 1, “Swenson” is identified as
relevant to the End-Position event as the Person
leaving. When two distinct models are used to
tackle each subtask, the approach is referred to as a
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pipeline, while approaching both subtasks together
is denoted a joint approach. Only a third of the
models we survey perform ED. The two subtasks
are also evaluated separately. However, the argu-
ment extraction scores are not always comparable
as some models use a pipeline setup where the gold
trigger is used in the evaluation of argument extrac-
tion, while other models only work in a joint setup
where the arguments can only be extracted together
with the trigger (Peng et al., 2023). We therefore
elect to not include reported results as comparison
can be misleading. Before we dive into the descrip-
tion of the different modelling approaches, we start
by discussing some of the most prominent event
extraction datasets.

2 Datasets

In this section, we discuss the event datasets most
commonly used across the different generative ap-
proaches we assess in Section 3. While some of the
datasets cover multiple languages, most primarily
focus on English language sources.

The highly influential Automatic Content Ex-
traction (ACE) program released manual event an-
notations for text spans at the sentence-level, also
including rich information about entities, temporal
expressions, and relations between entities. The
event annotation in the ACE tradition has become
a de facto standard for the evaluation of event ex-
traction systems in the field of NLP. The 5th itera-
tion of the dataset, ACE 2005 (Doddington et al.,
2004), consists of broadcast transcripts in addition
to newswire and newspaper texts. It provides man-
ual annotation for entities, relations, and events for
joint evaluation of multiple information extraction
tasks in multiple languages (Arabic, Chinese, and
English) at the sentence level. The ACE dataset
is annotated for 8 general event types (e.g. Life,
Conflict, Transaction), along with 33 subtypes
(e.g. Conflict.Attack), and 22 argument roles
(e.g. Attacker, Agent, and Recipient). The En-
glish version of the dataset comprises 599 docu-
ments. Depending on the pre-processing approach,
ACE features two main variants, where ACE covers
only events with single-token triggers, and ACE+
keeps all events with either single- or multi-token
triggers. Four F1 scores are usually reported on
ACE: the trigger identification, the trigger classifi-
cation into an event type, the argument identifica-
tion, and the argument classification into a role.

The evaluation of ACE and similar datasets is

structured primarily for sequence labelling models.
It typically involves comparing the predicted posi-
tion offsets (specific locations of event mentions
in the text) with the corresponding correct offsets.
Consequently, if a name appears multiple times
within a sentence, only one of those occurrences
is considered correct.1 Since generative models
only extract and generate out-of-context surface
forms without incorporating position offsets, eval-
uating them on datasets like ACE may give these
approaches an unfair advantage. The current best
practice for generative approaches is to search for
the text generated by the model in the input text,
transform the output to offsets to simulate a se-
quence labelling model, and subsequently evaluate
it as such.

More recently, the ERE annotation effort (Enti-
ties, Relations, and Events, Song et al., 2015) has
contributed both data and annotation guidelines
for event extraction purposes. The ERE effort has
evolved from the Light ERE to Rich ERE datasets,
advancing from simple ACE-based annotations to
more complex handling of entities and events, ulti-
mately enabling document-level event co-reference.
The ERE effort covers English, Spanish and Chi-
nese documents from discussion forums, newswire,
and proxy sources. The Rich ERE extends the anno-
tation scheme of ACE, covering 9 main event types
and 38 event subtypes. In Light ERE, only asserted
events are annotated (events that have occurred),
with each event trigger linked to a single event. In
contrast, Rich ERE allows for event triggers to be
annotated for multiple events and includes annota-
tions for event modality, capturing events that did
not actually occur.

Another sentence-level event dataset is MAVEN
(MAssive eVENt detection dataset, Wang et al.,
2020). It aims to alleviate problems of data scarcity
and low coverage and contains 111 611 distinct
events across 4480 human-annotated documents in
total, corresponding to event-related articles from
English Wikipedia. It comprises 168 hierarchi-
cally organised event types derived from FrameNet
(Baker et al., 1998), intended to cover general-
domain events.

Li et al. (2021) introduce a document-level an-
notated dataset based on English Wikipedia arti-
cles and their referenced news articles called WIKI-
EVENTS. While only containing 246 documents

1The ACE corpora include coreference information. How-
ever, it is not an established part of the standard formulation
when evaluating the event extraction task.
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with 8544 sentences, the dataset serves as an essen-
tial benchmark for event extraction systems beyond
the sentence-level. Each document is annotated
with event types, event mentions (triggers and ar-
guments), and co-references across sentences, even
in sentences lacking an explicit event trigger. An-
notating co-references enables a fairer evaluation
of generative models, as an extracted argument is
considered correct if the model generates any co-
reference of the gold argument. In WIKIEVENTS

parlance, these are referred to as coref scores. The
annotators also aimed to annotate the most infor-
mative event mention, giving precedence to name
mentions over nominal mentions rather than fo-
cusing solely on the mention closest to the trigger
word. This allows for another evaluation mode for
WIKIEVENTS termed informative argument extrac-
tion, where models are evaluated on their ability
to extract the most informative argument mention.
The annotations of the dataset resemble ACE, but
expand the number of sub-events from 33 to 67
following the KAIROS ontology.2 Additionally,
WIKIEVENTS has a more fine-grained event-type
hierarchy. For instance, whereas ACE identifies the
event type and subtype such as Conflict.Attack,
WIKIEVENTS introduces event types at three levels,
such as Conflict.Attack.DetonateExplode.

In recent years, the fourth Message Under-
standing Conference (MUC-4, Sundheim, 1992)
dataset has resurfaced in research on document-
level event extraction. The dataset is based on
English newswire provided by the Federal Broad-
cast Information Services. It is annotated with the
event types Arson, Attack, Bombing, Kidnapping,
Robbery, Forced work stoppage, covering polit-
ical conflicts in Latin America. MUC-4 contains
1700 documents, which may be associated with
zero or more events of each type. Moreover, the
event type is associated with a template, each with
the same set of 24 argument roles to be filled with
either a numeric value, a categorical value, a text
string, or a canonical form extracted or derived
from the text. However, beyond event type classifi-
cation, most recent works on the dataset are based
on a simplified set of template slots restricted to
five argument roles, where all have text string val-
ues that can be directly extracted from the source
document (Du et al., 2021a,b; Gantt et al., 2024).
Given that a large proportion of the documents are

2https://www.darpa.mil/program/knowledge-dir
ected-artificial-intelligence-reasoning-over-sch
emas

linked to empty templates, indicating the absence
of relevant events, the ED task is important for
MUC-4.

Some of the models discussed in this survey em-
ploy additional datasets alongside those outlined
above. RAMS (Ebner et al., 2020) covers 9124
events from news articles and is annotated in a 5-
sentence window around each event trigger. PHEE
(Sun et al., 2022) is a biomedical domain-specific
dataset focused on drug safety, consisting of nearly
5000 sentences extracted from public medical case
reports. Finally, CASIE (Satyapanich et al., 2020),
consisting of 5000 news articles, with 1000 of these
annotated on the sentence-level for cyber-attack
events.

3 Models

The majority of the models we survey follow a
similar pattern as shown in Figure 2: the input
text is fed to an encoder–decoder transformer that
is fine-tuned to generate a representation of the
events conveyed in said text. Most of them can
be divided into one of two groups according to
how the events are represented in the generated
text. To structure this survey, we first consider the
representation of events in the output of the model;
two main approaches exist: i) either an event is
represented using a formal structure template in
line with Text2Event (Lu et al., 2021), or (ii) the
event is represented using a natural language tem-
plate in line with BART-Gen (Li et al., 2021). We
present these two distinct approaches in two sepa-
rate sections. A classification of all models is also
given in Figure 3. Note that the organisation of
this survey results from the fact that most of the
models within the scope of this work build upon
Text2Event and BART-Gen. However, this struc-
ture does not necessarily reflect a deep fundamental
difference between the two sections.

The first model using a generative transformer
to address EE falls partly outside this dichotomy.
TANL (Paolini et al., 2021) introduces an ED
model and an EAE model using T5 (Raffel et al.,
2020). However, TANL does not focus solely on
event extraction and can be trained on multiple in-
formation extraction (IE) tasks (named entity recog-
nition, coreference resolution, etc). This is a recur-
ring pattern in the papers we survey; different IE
tasks are often similar enough that a single archi-
tecture can be reused. TANL goes one step further
by simultaneously training on multiple tasks before
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Figure 2: Schema of a standard generative event extraction model. On the left-hand side are common features given
to the model as input. Some models rely only on the source text being present. A trigger word can be marked in the
source text if the task being worked on is argument extraction. The inputs are generally given to an encoder–decoder
model, which then generates a representation of the event. Three examples of possible outputs are shown on the
right-hand side. TANL uses augmented natural language, while models based on generating a formal structure or
natural language templates are described respectively in Sections 3.1 and 3.2 respectively. Note that some models
do not follow this general pattern (see for example, QGA-EE).

evaluating event extraction. However, this setup
is not common and makes direct comparisons of
results difficult. TANL is also unique among gen-
erative models in that it is the only one that relies
on offset-based annotation for training. This is
because it uses an augmented text representation
where the input text is generated in the model’s out-
put together with the extracted information. This
can be seen in Figure 2, where the first box on the
right showcases an example of TANL’s output for
event detection. Subsequent models only generate
the structured information without generating the
whole sentence. In this regard, TANL is more di-
rectly comparable to a sequence tagging scheme.
For example, if the word “destroyed” appeared
twice in the given example, the model would be
able to distinguish between the two and tag only
the relevant one.

3.1 Formal Structure Template

The first popular approach to represent events fol-
lowing TANL is to discard the source text from the
output and keep only what is evaluated: the event
structure. The exact structure used differs across
models and needs only to be able to encode an as-
sociative dictionary between role and arguments
(e.g. S-expression, JSON).

This approach was pioneered by Text2Event
(Lu et al., 2021), which jointly models the ED and
EAE subtasks. They use a T5 encoder–decoder
model, where the encoder is given the source sen-
tence alone and the decoder is supervised by an

S-expression, as illustrated by Figure 2. The output
of the model is therefore a mix of labels (event
type, argument roles), structure tokens (separat-
ing the events and arguments), and input tokens
(the extracted trigger and arguments) following a
strict ordering. To enforce this ordering (e.g. an
argument role must be followed by input tokens,
then by a structure token), Text2Event introduces
constrained decoding: the output vocabulary is re-
stricted to valid tokens at each step (e.g. the softmax
is only applied over tokens appearing in the input
if an argument role was just generated). They show
that this is particularly helpful with small training
sets. Their ablation study also includes curriculum
learning and shows that using natural language to-
kens for argument roles is preferable to arbitrary
tokens. While TANL is often used as a baseline,
it was not used as a basis for future work. Con-
versely Text2Event prompted a series of follow-up
models bringing incremental improvements. For
example, Set Learning (Li et al., 2023) improves
Text2Event by attempting to enforce permutation-
invariance of its output. In Text2Event a sample is
supervised with a sequence of event arguments in
an arbitrary order, whereas Li et al. (2023) super-
vises every sample with multiple orderings of the
arguments and events.

The KC-GEE model (Wu et al., 2023) also fol-
lows most of the Text2Event architecture but uses
prefix-tuning to enhance the performance on the
task. Specifically, schema information – what are
the possible event types and roles – is used to condi-
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Figure 3: Overview of the models covered by the survey. The two shaded blocks correspond to the type of event
representation generated by the models. The T5 and BART boxes indicate the backbone LLM of the different
models. The constrained and pointer decoding boxes envelop models that do not freely generate from their entire
vocabulary. Instead, their output is restricted either through a masking mechanism (constrained decoding) or by
similarity with the input (pointer decoding). The multiple IE tasks box groups together models that are also used
for other information extraction tasks such as named entity recognition and relation extraction. For each model,
the lower left letters indicate which subtasks are tackled, while the lower right letters indicate the datasets they are
evaluated on. The subtasks are: Trigger extraction & classification (ED), Argument extraction, and Joint trigger and
argument extraction. A model can be used in a pipeline setup if it is marked for both trigger and argument extraction
subtasks. The listed datasets are: ACE, CASIE, ERE, RAMS, and WIKIEVENTS. A slightly expanded version of
this figure is presented in the appendix as Table 1.

tion both the encoder and the decoder through vec-
tor prefixes. This enables the model to generalise to
unseen event types in a zero-shot setting. Addition-
ally, KC-GEE targets document-level event extrac-
tion and incorporates a cross-attention mechanism
to effectively process entire documents. KC-GEE
achieves notable performance gains compared to
Text2Event on WIKIEVENTS, and in the zero-shot
setting.

Retrieve&Sample (Ren et al., 2023) focuses
solely on document-level event argument extrac-
tion with retrieval-augmented generation (RAG).
Specifically, they first retrieve top-k potentially
helpful documents from the training corpus. The
helpfulness of a document is computed using a
T5-encoder-based siamese network from the in-
put text and event schema. The retrieved docu-
ments are fed as an additional input to the model
(Figure 2) together with the input document and
schema information. They also explore two other
retrieval strategies: context-consistent retrieval and
schema-consistency retrieval. As it is designed for
document-level extraction, the model is evaluated
on RAMS and WIKIEVENTS.

Lu et al. (2022) introduce UIE as a unified infor-
mation extraction framework via text-to-structure

generation. Like TANL, the authors aim to tackle
multiple IE tasks, however this is done with a for-
mal structure similar to Text2Event. UIE formalise
a unified structure for encoding different infor-
mation elements (i.e. entities, relations, events),
dubbed structural extraction language. The au-
thors argue that any information extraction task
can be decomposed into two atomic operations:
spotting and associating; where the former opera-
tion locates relevant text spans and the latter con-
nects the spans with a task-specific schema. The
task to perform is indicated with a prefix referred
to as structural schema instructor. For event ex-
traction, this prefix contains the full dictionary of
possible event types or roles, depending on the
subtask. UIE is developed by the same team as
Text2Event, and can be considered as its TANL-
inspired generalisation. In particular they use an
IE-specific pre-training that removes the need for
constrained decoding. ACE, CASIE and PHEE are
used to evaluate the models performance on the
EE task. The UIE experimental setup composed of
multiple IE tasks is subsequently re-used by other
works we present in the next paragraphs. In parallel,
Wang et al. (2022) introduce DeepStruct, a similar
text-to-structure model which also addresses mul-
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tiple IE tasks. However, they use GLM (Du et al.,
2022b), a decoder-only transformer as a backbone,
and only use ACE for evaluation.

Inspired by instruction tuning, Wang et al.
(2023a) propose InstructUIE as a unified infor-
mation extraction framework for multiple IE tasks
in line with UIE. More specifically, all IE tasks are
reformulated into the task of natural language gen-
eration with expert-designed instructions, which
include a description of the output format (e.g. Out-
put format is “type: trigger”). InstructUIE features
joint training of multiple IE tasks on a collection
of 32 datasets by creating a unified and consistent
label set based on semantics, thus benefiting from
cross-task knowledge sharing and more training
data. Although InstructUIE is trained to extract the
trigger and arguments jointly, it is only evaluated
in a pipeline fashion on the same datasets as UIE.

Further extending instruction tuning, Xiao et al.
(2024) propose YAYI-UIE as an end-to-end univer-
sal information extraction framework. Xiao et al.
(2024) employ a two-step instruction tuning pro-
cedure: first, real-life dialogue data are used to
enhance the model’s capacity to understand hu-
man language instructions; second, the model is in-
struction fine-tuned for IE tasks on the InstructUIE
datasets extended with Chinese-language datasets
– in particular DuEE (Li et al., 2020b; Han et al.,
2022) for event extraction. The instruction and
output setup is somewhat similar to InstructUIE,
except that a JSON-based format is used for the
event structure. Similarly to DeepStruct, YAYI-
UIE is based on a decoder-only model. They use
Baichuan2 (Yang et al., 2023) as a backbone model,
which is pre-trained using RLHF (Christiano et al.,
2017) on English and Chinese data. YAYI-UIE
achieves competitive results on the EAE subtask
on the UIE experimental setup; the authors show-
case in their ablation study the effectiveness of
using real-life dialogue data to aid the model in
understanding human instructions.

A few works evaluate decoder-only large lan-
guage models (LLMs) for EE in a zero or few-
shot fashion (Wang et al., 2024, 2022; Xiao et al.,
2024; Wei et al., 2024), however outside of Deep-
Struct and YAYI-UIE, these efforts tend not to in-
volve any fine-tuning. Worth noting is the work
of Chen et al. (2024) that we refer to as LLM-
EE. It sets out to assess the value of using pre-
trained LLMs for EE, experimenting with a wide
variety of different strategies. In a first suite of
experiments, they prompt pre-trained LLMs to ex-

tract event information directly. Using ACE and
MAVEN for evaluation, the LLMs tested include
PaLM (Chowdhery et al., 2022), GPT-3.5-Turbo,
and GPT-4 (OpenAI, 2024). Chen et al. (2024)
report experiments for several different configura-
tions; zero-shot and one-shot approaches, including
both joint and pipeline strategies for the subtasks of
ED and EAE, in addition to extraction of multiple
events, for all event types simultaneously and indi-
vidually. However, the results show that LLMs fall
short of fine-tuned supervised approaches as was
already shown by Gao et al. (2023). In a second
suite of experiments, Chen et al. (2024) prompt
the LLMs to generate annotated examples, aim-
ing to improve the performance of fine-tuned mod-
els by augmenting the training data. This is mo-
tivated by the problems of data scarcity and class
imbalance seen in many common datasets where
certain low-frequent event types have very few an-
notated examples. The selection of models used
for fine-tuning to evaluate the data augmentation
comprises generative approaches like Text2Event
discussed above. The results show that training
on the augmented data yields a modest but consis-
tent improvement in F-score (due to an increase in
precision at the slight recall cost). An obvious av-
enue for future work left unexplored by Chen et al.
(2024), is to further instruction fine-tune the LLM
itself on EE specifically. Moreover, the context
size of current LLMs would likely make them bet-
ter positioned for document-level EE, rather than
the sentence-level analysis required by datasets like
ACE and MAVEN. Some works explore some spe-
cific characteristics of LLMs for EE, for example
Code4Struct (Wang et al., 2023b) look at the possi-
bility of transfer learning between python code and
event structure using code-imitation prompts for
few-shot event extraction. TISE (Fu et al., 2024)
extends this by designing a method to select appro-
priate samples for the in-context learning prompts.

As described in Section 2, the template-filling
dataset MUC-4 has reemerged in recent EE re-
search. The GTT framework introduced by Du
et al. (2021b) is one of the pioneering efforts in
building an end-to-end generative model for the
task of template filling, transforming it into a se-
quence generation problem. Although it is an
encoder-only model, we include it in our survey
for its seminal role. Extending the role filler en-
tity extraction system GRIT (Du et al., 2021a), the
framework relies on BERT with a partially-causal
attention mask. Word prediction is done with a
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dot-product pointer selection mechanism to restrict
output word predictions to the input vocabulary.
The input includes a list of possible event types
and structure tokens so that they can be gener-
ated, while the output is based on a formal struc-
ture template with a fixed set of (unlabelled) roles.
In summary, GTT shows strong similarities with
Text2Event, yet with some differences due to the
use of BERT with a partial causal attention mask
instead of an encoder–decoder. Compared to simi-
lar non-generative models, Du et al. (2021b) find
that GTT performs better on MUC-4 documents
with multiple events.

Some generative EE models focus on more spe-
cific problems. For example, DICE (Ma et al.,
2023) is a T5-based model focused on the clin-
ical domain, introducing a dataset alongside a
Text2Event-like EAE model and a DEGREE-like
ED model (described in the next section). Sim-
ilarly, while most efforts focus on monolingual
event extraction, Huang et al. (2022) explore zero-
shot cross-lingual argument extraction on ACE and
ERE using language-agnostic templates. They pro-
pose X-GEAR (Cross-lingual Generative Event
Argument extractoR), which, given an input sen-
tence, the trigger, and a type-dependent template,
replaces the placeholder in the template either by
generating a token or directly copying a token from
the source text. The copy mechanism, adapted
from See et al. (2017), conditions the generation of
a token on a weighted sum of two distributions: the
vocabulary distribution from the pre-trained mT5
model, serving as the backbone, and the copy prob-
ability derived from the cross-attention weights,
which allows for directly copying tokens from the
input sequence. Although X-GEAR is primarily
developed for cross-lingual applications, it demon-
strates strong performance in argument classifica-
tion when both the source and target languages
are English. While multiple studies (Paolini et al.,
2021; Lu et al., 2021; Ren et al., 2023) highlight
the benefit of using natural language for role labels
in the generated template, X-GEAR conducts an
ablation study showing that this approach does not
generalise to cross-lingual settings.

3.2 Natural Language Template
Using natural language labels for event types and
roles is expected to improve performance in the
standard setup, as it allows models to leverage the
LM pretraining of the backbone transformer (com-
monly BART). However, these architectures still

use a non-natural formal structure to delimit dif-
ferent arguments. An alternative to this approach
is to use a natural language template to structure
the event as is shown on the right of Figure 2. We
describe these approaches in what follows.

The first model of this type is BART-Gen (Li
et al., 2021), a document-level EAE model. Argu-
ment extraction is framed as a conditional genera-
tion task, using a BART encoder–decoder model
(Lewis et al., 2020). The output generated follows
a predetermined natural language template given
by the event ontology. The templates are specific
to each event type and are also given in the input
with special tokens in lieu of arguments. This al-
lows BART-Gen to use a pointer-like mechanism
for generation: the vectors at the output of BART-
Gen are compared with the input embeddings, and
the model then generates the token with the highest
similarity, ensuring that all generated tokens appear
in the input. Additionally, clarification statements
in the form of type statements (e.g. <arg> is a Per-
son), are included to avoid mismatches in entity
types for arguments, and are used to re-rank the
output sequences. A distinct trigger identification
and classification model is introduced, as BART-
Gen serves solely as an argument identification and
classification system. However, this event detection
model is not generative.

Zeng et al. (2022) introduce EA2E (Event-Aware
Argument Extraction) to solve document-level ar-
gument extraction by incorporating explicit event–
event relations into an iterative inference process.
Building upon BART-Gen (Li et al., 2021), the
task is formulated as conditional generation, filling
the argument placeholders of a pre-defined tem-
plate. Moreover, event–event relations are also
exploited by labelling the arguments of previously
extracted events in the input. This allows the model
to learn regularities, such as an entity previously
extracted as a Defendant being more likely to be
the Perpetrator in attack events. EA2E performs
this in an iterative fashion: first, the model gen-
erates the result for each target trigger, and then
the predicted results will be used to augment the
context for a second extraction. Evaluated on ACE
and WIKIEVENTS, EA2E achieves advantageous
results compared to previous works, such as BART-
Gen. Du et al. (2022a) present a similar model
evaluated on WIKIEVENTS alone. Dubbed Mem-
ory DocIE, their approach takes as input a natu-
ral language template and a document, augmented
with the most similar event already extracted from
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the document, where the latter is intended to act as
a “document memory store”. Event similarity is
computed as the cosine between S-BERT embed-
dings of the filled event templates. Furthermore, all
possible pairs of event roles are checked to mark in-
compatibilities, e.g. the jailer slot of an arrest
event, is unlikely to be filled by the attacker of an
attack-detonate event. The resulting constraints
are enforced by masking incompatible tokens when
generating arguments.

Hsu et al. (2022) propose the DEGREE model,
targeting low-resource event extraction. While DE-
GREE still follows BART-Gen in that it uses BART
to fill in a natural language template, it differs in
how the event extraction task is approached. BART-
Gen requires the event type to be known in order
to select the appropriate template to be filled since
the event type is traditionally extracted together
with the trigger. In contrast, DEGREE still uses
event-type-specific templates, but initiates them
with “Event trigger is <trigger>” thus, it is able
to perform trigger identification together with ar-
gument extraction given the event type. However,
DEGREE is also trained to classify the event type.
This is done by supervising the models with ev-
ery possible template such that negative templates
leave the <trigger> placeholder as-is in the out-
put, while the correct templates would replace it
with the trigger word. This means that all sam-
ples must be run through BART with all possible
event templates during inference. This allows DE-
GREE to be used both in joint and pipeline settings.
Furthermore, compared to BART-Gen, the input
is extended with event type descriptions, such as
“The event is related to conflict and some violent
physical act.”, and event keywords that are seman-
tically similar to the event type. Compared to other
generation-based models such as BART-Gen (Li
et al., 2021), Text2Event (Lu et al., 2021), and
TANL (Paolini et al., 2021), DEGREE shows com-
parable or inferior performance on sentence-level
datasets. However, DEGREE’s strength lies in low-
resource settings, where it achieves significantly
better performance even when trained on just 1%
of the data.

Following DEGREE, Liu et al. (2022) introduce
GTEE-DynPref, an approach using BART for con-
ditional generation while attempting to ease event
typing in the model’s input. Usually, DEGREE’s
input is event-typed in two ways: through a type
instruction “Event type Meet” and the natural lan-
guage template. GTEE-DynPref replaces the type

instruction with a vector representation similar to
that of KC-GEE. Compared to DEGREE, an addi-
tional embedding matrix is used to associate type
instruction prefix vectors to each event type. Each
sample is associated with a distribution over event
types using BERT. This distribution defines a con-
vex combination of prefix vectors that are used in
substitution to static type instruction. Since the
type information is still enforced through the tem-
plate, the model relies on training with negative
event types. A 3-step curriculum learning approach
used to bootstrap the type instruction embeddings
further increases the complexity of the training pro-
cedure. Still, Liu et al. (2022) report competitive
results on their evaluation datasets, ACE and ERE.

Hsu et al. (2023) introduce AMPERE, which
also extends DEGREE by adding a dynamically
generated prefix. This prefix incorporates struc-
tured information from abstract meaning represen-
tation (AMR) of the input passage. The AMR
graph is encoded into prefix vectors using a BART-
based AMR parser called SPRING (Bevilacqua
et al., 2021). They show that explicit semantic
structure from AMR aids event argument extrac-
tion. Compared to DEGREE, AMPERE injects
AMR prefixes both into the encoder’s self-attention
blocks and into the decoder’s cross-attention blocks.
Additionally, they re-introduce a copy mechanism
previously discarded by DEGREE but condition
it with regularisation to encourage more frequent
copying.

3.3 Iterative Question-Answering Approaches
In recent years, several efforts have approached
EE as a Question-Answering (QA) task (Du and
Cardie, 2020; Li et al., 2020a; Lyu et al., 2021).
As a recent and generation-oriented study within
this framework, Lu et al. (2023) propose the QGA-
EE model for argument extraction, consisting of a
question generation model (QG), and a question an-
swering model (QA). Unlike models such as BART-
Gen, which uses fixed templates for each event
type, the sequence-to-sequence QG model gener-
ates context-aware questions tailored to the input
sentence and the argument roles. A series of ques-
tions is generated for each sample, one for each
role, each depending on the already extracted argu-
ments. In order to generate the questions, the model
is trained on manually created templates for each
role in the ACE ontology, such as “Who was the
attacking agent?” and “Who attacked <target>?”.
The QA model is trained with all possible ques-
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tions as inputs and generates the answer strings
corresponding to the role questions. The extracted
arguments are then cross-checked with the input
sentence, retaining only those that match perfectly.
The authors explore the use of both BART and T5
architectures as the backbone for the QA model,
finding that T5 yields better performance.

4 Summary and Outlook

This paper has surveyed the uptake of generative
approaches to event extraction in NLP, presenting a
range of different methods from encoder–decoders
to decoder-only models. While some approaches
take entire documents into account and others fo-
cus on the sentence-level, all evaluate performance
based on matching predicted strings towards the
strings found in the original input text.

We argue that the field has yet to embrace gen-
erative approaches to EE fully. Sticking to the tra-
ditional formulation of an “extraction” task makes
it difficult to take full advantage of the capabili-
ties of generative models like LLMs. The wide
context windows of current LLMs also make them
more suited for capturing more general or “com-
plex events” – to use the words of Qi et al. (2022)
– rather than the more granular and predicate-
centered events typically targeted in the field so
far. Going forward, we hope to see new formula-
tions of the task itself, focusing on more high-level
event analysis or understanding. By moving away
from span-based and sentence-level annotations to
more abstract and document-level annotations, with
an evaluation methodology that correspondingly
focuses on semantics rather than string matching
towards a source text, we believe that the field can
have a version of event analysis that will be more
useful for many downstream applications (Olsen
et al., 2024) and more attuned to the strengths and
possibilities of generative approaches and LLMs.
In fact, the arguments for such a shift from an “ex-
tractive” to an “abstractive” view could also be
made for many other IE tasks in NLP where both
modelling and evaluation are traditionally tied to
span-based text annotations.

5 Limitations

In this survey, we adopt a narrow definition of gen-
erative methods – encoder–decoder and decoder-
only transformers generating some natural lan-
guage – to provide a detailed description of the
systems rather than offering a broad overview.

This focus allows for a more in-depth analysis
but may limit the breadth of the discussion. Con-
sequently, we are not discussing closely related
work within information extraction, such as Named
Entity Recognition and Relation Extraction. For
readers seeking a broader perspective, we recom-
mend the work of Huang et al. (2023) and Xu et al.
(2023).

While this survey paper strives to cover all gen-
erative approaches to the task of event extraction
within our scope, it is still possible that some rele-
vant work has been unintentionally excluded, not
due to a deliberate omission, but rather because it
was not identified during our search. Our search
was conducted across main NLP and AI venues
such as ACL, EMNLP, and AAAI.

Some generative models were excluded as they
did not generate natural language in their output,
such as PAIE (Ma et al., 2022) and EEQA (Du and
Cardie, 2020). We also excluded models such as
RAP (Yao et al., 2023) as it is a generic method that
could be plugged into any IE model generative or
not. Some data-augmentation articles blur the line
between dataset and model papers, most notably
Gao et al. (2022) and are not included in our survey.

The page limit imposed on some articles made it
hard to assess their characteristics, for example UIE
(Lu et al., 2022) does not mention using constrained
decoding in their article even though it is present
in the code they provide. However, it is unclear
whether this code path was actively used.

It is also worth noting that this survey does not
extensively cover all datasets relevant to event ex-
traction. The selection of datasets is guided by
those used in evaluating the models the paper cov-
ers, which has led to a focus on English-language
sources. Consequently, most datasets discussed in
this survey are based on English, further reinforc-
ing the overrepresentation of the English language.

Finally, while we address evaluation and per-
formance in our discussions, we do not present
evaluation scores for any of the models. Peng et al.
(2023) describe several challenges in evaluating
event extraction systems, highlighting issues such
as discrepancies in output space and data process-
ing, as well as the absence of pipeline evaluation,
which impact the fair comparison of model per-
formance. During the course of this research, we
observed the same discrepancies in system evalua-
tions.
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6 Ethics

This work is intended to encourage further re-
search within the framework of generative methods
for event extraction. However, we acknowledge
that several ethical concerns are inherent in this
approach and may even be enhanced within this
framework, warranting careful consideration.

Reliance on mainly English datasets for event
extraction, coupled with the issue of hallucinations
from large language models, might pose risks of
harm and generate non-factual events, especially
if not properly addressed. These risks should be
given particular attention when moving towards
more “abstractive” generative approaches.
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TANL ✔ ✔ ✘ ✔ ✔ ✘ ✘ ✘ ✘ T5 Formal ✘ ✘

Text2Event ✘ ✘ ✔ ✘ ✔ ✘ ✔ ✘ ✘ T5 Formal ✘ constrained

Set Learning ✘ ✘ ✔ ✔ ✔ ✘ ✘ ✘ ✘ T5 Formal ✘ constrained

KC-GEE ✘ ✘ ✔ ✘ ✔ ✘ ✘ ✘ ✔ T5 Formal ✘ constrained

Retrieve&Sample ✘ ✔ ✘ ✘ ✘ ✘ ✘ ✔ ✔ T5 Formal ✘ ✘

UIE ✘ ✘ ✔ ✔ ✔ ✔ ✘ ✘ ✘ T5 Formal ✘ ✘

DeepStruct ✔ ✔ ✘ ✔ ✔ ✘ ✘ ✘ ✘ GLM Formal ✘ ✘

InstructUIE ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✘ ✘ T5 Formal ✘

YAYI-UIE ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✘ ✘ Baichuan2 Formal ✘

LLM-EE ✔ ✔ ✘ ✘ ✘ ✘ ✘ ✘ ✘ Several Formal ✘

GTT ✘ ✘ ✔ ✘ ✘ ✘ ✘ ✘ ✘ BERT Formal ✘ pointer

DICE ✔ ✔ ✘ ✘ ✘ ✘ ✘ ✘ ✘ T5 Formal ✘ ✘

X-GEAR ✘ ✔ ✘ ✘ ✔ ✘ ✔ ✘ ✘ BART∨T5 Formal ✔ pointer

BART-Gen ✘† ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✔ BART Natural ✔ pointer

EA2E ✘ ✔ ✘ ✘ ✔ ✘ ✘ ✘ ✔ BART Natural ✔ pointer

Memory DocIE ✘ ✔ ✘ ✘ ✘ ✘ ✘ ✘ ✔ BART Natural ✔ pointer

DEGREE ✔ ✔ ✔ ✘ ✔ ✘ ✔ ✘ ✘ BART Natural ✔ ✘

GTEE-DynPref ✔ ✔ ✔ ✘ ✔ ✘ ✔ ✘ ✘ BART Natural ✔ ✘

AMPERE ✘ ✔ ✘ ✘ ✔ ✘ ✔ ✘ ✘ BART Natural ✔ pointer

QGA-EE ✘ ✔ ✘ ✘ ✔ ✘ ✘ ✘ ✘ BART∨T5 Iterative ✘ ✘

Table 1: List of models we introduce alongside some of their properties. This is a slightly expanded table version of
Figure 3. For the “Backbone” column, a BART ∨ T5 means that the model was trained with multiple configurations,
some with BART and some with T5. For the “Template in input” column, a “ ” means that there is an instruction on
the nature of the output, but not the exact output template. †: The BART-Gen paper describe an event detection
model, but it is not generative.
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