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Abstract

Personal names simultaneously differentiate
individuals and categorize them in ways
that are important in a given society. While
the natural language processing community
has thus associated personal names with
sociodemographic characteristics in a variety
of tasks, researchers have engaged to varying
degrees with the established methodological
problems in doing so. To guide future work
that uses names and sociodemographic char-
acteristics, we provide an overview of relevant
research: first, we present an interdisciplinary
background on names and naming. We then
survey the issues inherent to associating names
with sociodemographic attributes, covering
problems of validity (e.g., systematic error,
construct validity), as well as ethical concerns
(e.g., harms, differential impact, cultural
insensitivity). Finally, we provide guiding
questions along with normative recommenda-
tions to avoid validity and ethical pitfalls when
dealing with names and sociodemographic
characteristics in natural language processing.

1 Introduction

A person’s identity is a complex and paradoxi-
cal thing - it simultaneously identifies someone’s
uniqueness, and categorizes them, identifying what
they have in common with others (Strauss, 2017).
A perfect example of this phenomenon is a person’s
name. Personal names are proper nouns used to
refer to individuals. They play an important distin-
guishing role in our lives, as they let us uniquely
represent people mentally, refer to them directly in
speech, and underscore their significance as indi-
viduals (Jeshion, 2009). For these reasons, personal
names are a linguistic universal, i.e., they appear
across languages and cultures, although naming
customs vary across the world (Hough, 2016).

But alongside differentiating people, names also
categorize them in their society. Names assigned to
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Figure 1: Overview of the methodological issues (con-
cerning validity and ethics) of the use of personal names
and sociodemographic characteristics in NLP.

people often index aspects of identity that are im-
portant in the context of their society, including sex,
religion, tribe, stage of life, etc. Personal names
are thus rich resources to understand the social or-
ganization of communities, and have been studied
across anthropology (Alford, 1987; Hough, 2016),
sociology (Marx, 1999; Pilcher, 2017), linguistics
(Allerton, 1987; Anderson, 2003), and onomastics
(Alvarez-Altman et al., 1987; Adams, 2009).

In natural language processing (NLP) as well,
personal names have a long history of use—NLP
researchers have worked on identifying and dis-
ambiguating uses of personal names (Mann and
Yarowsky, 2003; Minkov et al., 2005; Färber
and Ao, 2022) and have examined name trans-
lation (Sennrich et al., 2016; Wang et al., 2022;
Sandoval et al., 2023) and name transliteration (Li
et al., 2007; Benites et al., 2020; Sälevä and Lig-
nos, 2024). Increasingly, NLP researchers also use
personal names along with sociodemographic char-
acteristics for passive analysis of media and schol-
arly content (Vogel and Jurafsky, 2012; Knowles
et al., 2016; Mohammad, 2020; Asr et al., 2021),
or to examine model biases and harms (Maudslay
et al., 2019; Romanov et al., 2019; Webster et al.,
2021). However, these papers engage to varying
degrees with concerns that have been raised out-
side of NLP about the methodological validity and

323



ethics of associating names with sociodemographic
characteristics. We argue that neglect of these is-
sues is a significant barrier to valid and respectful
research, as well as more inclusive NLP systems.

Hence, we contribute an overview of the issues
with associating names with sociodemographic at-
tributes (focused on gender and race, two popular
categories used in NLP research), as shown in Fig-
ure 1. We begin with background on names in other
fields and in NLP (§2), and lay out the problems
with validity (§3) and ethical concerns (§4) raised
when associating personal names with sociodemo-
graphic characteristics. Finally, we present guiding
questions along with normative recommendations
(§5) to guide future work in the field with names.

Bias statement. We consider group-level, indi-
vidual, and representational harms, terms which we
explain where we use them in Section 4.

Positionality statement. All authors have a back-
ground in data science and ethics, and one has a
background in philosophy. Three of the authors
are trans and have names that are likely unintel-
ligible to popular name-based sociodemographic
inference methods. Two authors are trans people of
colour; as such, many examples in this paper reflect
concerns about misgendering and racialization.

2 Background

We begin with some background: on names and
naming, and on the use of names in NLP.

2.1 Names and Naming

Names are generally regarded as social phenomena
that serve two central functions that are sometimes
in conflict: differentiation and categorization of
individuals (Alford, 1987). Differentiation is im-
portant psychologically and semantically for us to
be able to directly refer to and mentally represent
individuals, and names also serve to underscore
their referent’s significance as an individual (Jesh-
ion, 2009). Categorization, on the other hand, is
important for the social organization of communi-
ties, and naming conventions tend to reflect factors
that are important to a community at a given point
in time, e.g., gender, religion, descent, transition
to adulthood, and so on (Hough, 2016). For in-
stance, the practice of naming someone after their
father or grandfather—patronymic naming—was
once common across Europe, and was popular in
Sweden until the nineteenth century (e.g., Samuels-

son) and continues into Iceland today (e.g., Gun-
narsdóttir) (Hough, 2016). This example shows
how names and naming can only be understood in
a specific (geographic, cultural, temporal) context,
and even then includes a lot of variation. As folk
assumptions about names tend to overlook the wide
variation in names and naming (McKenzie, 2010),
we present an overview of naming as it relates to
sociodemographic characteristics below.

Variation in societal conventions. The mark-
ers considered important to index in a name vary
widely across cultures. For example, almost all
European naming systems and indeed most soci-
eties across the world tend to assign sex-typed
names (Hough, 2016), while South Indian nam-
ing conventions often index caste (Meganathan,
2009). However, convention does not mean that ev-
ery single individual is assigned a name that neatly
follows that convention, as shown by the long his-
tory of gender-ambiguous names in the U.S. (Barry
and Harper, 1982). Additionally, gendered associ-
ations for specific names change over time (Barry
and Harper, 1993), as do naming conventions in
societies–for example, it is becoming increasingly
popular to assign non-gendered names in the U.S.
and in Israel (Hough, 2016; Obasi et al., 2019).
Apart from conventions, names themselves are not
static and unchanging from birth, with many names
changing due to partnerships, adoption, transition
to a different life stage or gender, and so on (Hough,
2016; Obasi et al., 2019; AIATSIS, 2022).

Assimilation and resistance to convention.
Trends in big-picture naming conventions are com-
plicated by factions of society who want to resist
imposed classification. Increasingly heterogeneous
societies are a natural setting for such tensions;
cross-cultural associations with sociodemographic
characteristics can differ and sometimes clash, com-
plicating naming, e.g., names like Nicola and An-
drea tend to be assigned to boys in Italy but to
girls in Germany. As Germany is a society with
highly regulated naming practices, inclusion of
these names necessitated a court judgment (Hough,
2016). Immigrant families thus have to juggle the
delicate balance of asserting their identity but avoid-
ing name-based stigma and discrimination in the
new culture. Their naming practices have therefore
been studied as an indicator of attitudes towards as-
similation or its rejection, showing how names are
not a transparent indicator of race (Sue and Telles,
2007; Becker, 2009). Even among adults, imperial-
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ism and colonialism are forces that affect naming.
Indigenous individuals have been forced to adopt
Western names in settler colonial and postcolonial
societies, e.g., the U.S., Canada, Australia (AIAT-
SIS, 2022). Similarly, Chinese individuals around
the world adopt Western names in conversa-
tional (Li, 1997) and professional settings (Chan,
2016). Among trans and gender-nonconforming
adults, many choose a new name to reflect and
express their gender, walking the tightrope be-
tween normativity and self-assertion (Konnelly,
2021); Obasi et al. (2019) find that 50% of
gender-nonconforming respondents who change
their name pick a gender-neutral name. Beyond
transgender people, new names and pseudonyms
are also often self-selected to assert agency in iden-
tity creation, e.g., bell hooks, Sojourner Truth, and
Malcolm X (Baker and Green, 2021).

Quantitative aspects of naming. As naming in-
volves a trade-off between differentiation and cat-
egorization, names often recur, a quantitative as-
sumption that a lot of sociological, anthropological
and NLP classification relies on (Alford, 1987).
However, the distributions of names and people
can be very different. Weitman (1981) finds that in
100 years of first names from Israel’s Population
Registry, the most frequent names (101+ occur-
rences) account for the majority of the population
of a society (91%), but this corresponds to just a
tiny minority of all assigned names (2.93%). These
numbers could vary widely depending on the soci-
ety, as, for example, the Chuukese people of Mi-
cronesia have a tradition of giving entirely unique
names to children (Alford, 1987). Hence, it is im-
portant to distinguish when names are the object
of study and when people are, to contextualize any
results that involve the analysis of names.

2.2 Names and Sociodemographic
Characteristics in NLP

Here, we present a non-comprehensive list of pa-
pers to illustrate some common uses of names and
sociodemographic characteristics in NLP.

NLP tasks and problems. Numerous NLP
works have developed algorithms to infer sociode-
mographic attributes from names (Chang et al.,
2010; Liu and Ruths, 2013; Knowles et al., 2016),
e.g., for passive analysis of social media content.
Another line of NLP papers have relied on names
to quantify gender disparities in academic publish-
ing (Vogel and Jurafsky, 2012; Mohammad, 2020)

or media representation (Asr et al., 2021). Some
NLP works have identified preserving dominant
gender associations as an important criterion for
transliteration and translation (Li et al., 2007; Wang
et al., 2022). Names are also used to investigate
social biases in NLP systems and language mod-
els (Kotek et al., 2023; An et al., 2023; Ibaraki et al.,
2024). For example, De-Arteaga et al. (2019) study
how first names, which they consider “explicit gen-
der indicators,” affect the gender bias of occupa-
tion prediction from biographies. Similarly, Jeoung
et al. (2023) assess the causal impact of first names,
which they posit “may serve as proxies for (inter-
sectional) socio-demographic representations,” on
the commonsense reasoning performance of lan-
guage models. Smith and Williams (2021) measure
racial biases as well, evaluating generative dialogue
models by having “one conversational partner [. . . ]
state a name commonly associated with a certain
gender and/or race/ethnicity.” In this line of re-
search, it is commonplace to use skewed reference
populations such as U.S. census data (U.S. Cen-
sus, 2020) and Social Security Administration baby
names (U.S. Social Security Administration, 2023)
for gender assocations (Lockhart et al., 2023).

Engagement with pitfalls. In these works, re-
searchers engage to varying degrees with the es-
tablished methodological and ethical problems of
associating names with sociodemographic charac-
teristics. Some NLP papers make unfounded as-
sumptions about names, e.g., Vogel and Jurafsky
(2012) posit that certain names are “unambiguous”
with respect to gender across languages, and Wang
et al. (2022) claim that there exist “names with
obvious gender.” Other papers are more critically
reflective, acknowledging the limitations of their
work: Knowles et al. (2016) state that their classi-
fier to predict gender from names is biased towards
the U.S. and assumes gender is binary, but leaves
these issues “to be addressed in future work.” Mo-
hammad (2020) acknowledges that inferring gen-
der from names can yield misgendering because
“names do not capture gender fluidity or contextual
gender,” but suggest a trade-off with “the benefits
of NLP techniques and social category detection.”
Encouragingly, some recent papers opt for more
inclusive study designs after engaging deeply with
the pitfalls of using names and sociodemographic
characteristics (Sandoval et al., 2023; Saunders and
Olsen, 2023; Lassen et al., 2023).
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3 Validity Issues

In this section, we present issues of validity when
associating names with sociodemographic cate-
gories, or using names to infer them. Issues of
validity mean that results with these operationaliza-
tions may neither be indicative of what we actually
want to measure, nor of reality.

Error is not quantifiable without asking humans.
The accuracy of using names to infer sociodemo-
graphic characteristics of individuals cannot be
quantified without ground truth data, which for
people’s identities, can only be obtained by asking
them. Multiple studies thus empirically analyze the
error rates of name-based gender and race inference
systems as compared to gold data in different con-
texts (Karimi et al., 2016; Kozlowski et al., 2022;
Van Buskirk et al., 2023; Lockhart et al., 2023).1

For example, Lockhart et al. (2023) evaluate gen-
der and race inference systems using self-reported
data from nearly 20,000 individuals. Importantly,
their self-reported data does not directly transfer
to other contexts, as their respondents are authors
of English language social science journal articles
who are mostly located in the U.S. Using this data
as reference data for a system with users located
primarily in India, or for U.S. authors in a different
century, makes little sense. In new environments,
it is simply not possible to reasonably estimate
the bounds of error of a name-based analysis, and
results without a corresponding analysis of self-
reported data should not be taken seriously.

Popular design choices lead to systematic error
and selection bias. Names that are uninforma-
tive of a sociodemographic characteristic present
an issue for tools that aim to label everyone. In the
context of gender, names like Alex have no unique
gendered association in the U.S. and Canada; with
race, names assigned by Black and white parents
overlap in the U.S. (Lockhart et al., 2023), and re-
ligious names are used around the world (Curtis,
2005; Olúwáfeḿi, 2014)); at the intersection of gen-
der and race, many Chinese names are not gender-
associated when Romanized, and infrequent names
are also not informative. Two common design

1All these studies look at imputing an individual’s gen-
der, but the gold labels they compare to are, confusingly, not
always self-reported gender! Some use gender assigned by
annotators as the ground truth, which would be fine if com-
paring to perceptions of an individual based on their name,
but these studies do not, raising further questions about their
methodological validity.

choices for handling uninformative names are to
assign the majority class label anyway, or, alterna-
tively, to just exclude them. Assigning the majority
class (i.e., classifying all people named Miaoran
as female if a gender prediction tool predicts the
name to be “60% female”) results in systematic er-
ror (Kirkup and Frenkel, 2006). On the other hand,
excluding uninformative names from the analysis
completely alters the makeup of the data and there-
fore the results (Mihaljević et al., 2019), resulting
in selection bias. Both choices affect internal valid-
ity, i.e., gaps in the translation from measurements
to overall conclusions (Liao et al., 2021), leading
to less robust and trustworthy results.

Poor construct validity. Construct validity asks
how well an abstract concept can be measured
through some indicator (Messick, 1995); in our
case, the question is: how valid is it to assign so-
ciodemographic categories via names?2 The an-
swer to this depends on what aspects of the sociode-
mographic category we are interested in: identity,
socialization, expression, perception—all of which
could differ and are frequently conflated (Keyes
et al., 2021). As discussed previously, many names
are simply not informative of certain sociodemo-
graphic identities in given contexts and with homo-
geneous populations; Lockhart et al. (2023) find
that overall error rates of name-based gender and
race imputation tools range from 4.6% to 86% over-
all, and up to 100% for particular subgroups, de-
pending on the tool. However, when it comes to
the perception of names as indexing a sociodemo-
graphic category, some names may have stronger
construct validity, an assumption used by Sandoval
et al. (2023) in their examination of names as-
signed at birth that are strongly associated with
the baby’s sex and the parents’ race/ethnicity. On
the other hand, Mohammad (2020) uses names to
operationalize both identity (to investigate trends
in authorship) and perception (to investigate trends
in citation) in a bibliometric analysis of the ACL
Anthology, even though these need not match, and
many underrepresented names are uninformative
of identity as well as perception (Van Buskirk et al.,
2023). As names do not neatly line up with sociode-

2While we focus on the construct validity of names in
this section, we note that poor construct validity also ap-
plies to the sociodemographic categories themselves (Benthall
and Haynes, 2019; Hanna et al., 2020) and to abstract con-
cepts such as “bias” and “fairness,” which show up frequently
in the study of names and sociodemographic categories in
NLP (Blodgett et al., 2020; Jacobs and Wallach, 2021).
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mographic identities, perceptions, or experiences
in a context-independent way, it is critical to in-
vestigate construct validity of names in any setting
where they are used.

Systems of classification create results. Al-
though classification is inherently human, classifi-
cation systems are produced by culture and politics
and end up creating a view of the world (Bowker
and Star, 2000). In computing, researchers have
power and our positionality shapes how we view
and operationalize categories of classification such
as race and gender (Scheuerman et al., 2020b;
Scheuerman and Brubaker, 2024). However, many
such categories are unstable and contested (Keyes
et al., 2021; Mickel, 2024). For instance, it has been
shown that different ways of operationalizing race
can result in entirely different conclusions (Steidl
and Werum, 2019; Benthall and Haynes, 2019;
Hanna et al., 2020). Individuals and groups thus
cannot be treated as monoliths that can be charac-
terized one-dimensionally via names.

4 Ethical Issues

The issues we have examined so far impact the
scientific validity of claims made using personal
names and sociodemographic categories. Many
of these problems arise from assumptions that can
also be criticized on ethical grounds, as we show.

Errors cause harms. Harms can be broadly de-
scribed as a setback in the interests or progress of
people due to, e.g., the outcomes of an automatic
process (Feinberg, 1984). Group-level harms are
experienced collectively by people in a sociode-
mographic group, while individual harms (which
might result from group membership) are experi-
enced at the person-person or person-technology
level. Inferring gender from names frequently mis-
genders trans people and erases non-binary peo-
ple (Keyes, 2018). This perpetrates group-level
erasure, as well as individual harms including dam-
aging autonomy and dignity (Mcnamarah, 2020),
inflicting psychological harms (Dev et al., 2021),
and a failure to show recognition respect to peo-
ple (Darwall, 1977). Certain types of name-based
classification (e.g., of persecuted ethnic or religious
groups) can threaten individual safety, and when
NLP infrastructure is used for surveillance and
targeting, this also threatens the safety of entire

groups of people (Wadhawan, 2022).3 NLP sys-
tems reinforce group-level structural discrimination
in other ways as well; name-based studies of racial
disparities in academia have been shown to system-
atically discount the intellectual contributions of
Black researchers (Kozlowski et al., 2022).

Errors and harms are not distributed equally.
In their work on name-based gender classification,
Van Buskirk et al. (2023) note that for names with
no available data, assigning the majority class (in
their case, male) maximizes accuracy, but results
in 0% error for the male class and 100% error for
any other classes. For non-binary people, who are
generally excluded from gender classification by
design, the error rate is also almost always 100%.
As for name-based race/ethnicity classifiers, Lock-
hart et al. (2023) show that people who self-identify
as Filipino, Black, or Middle Eastern and North
African, are misrecognized 55-75% of the time, as
compared to those who identify as white, Chinese,
or Korean, who are mislabelled less than 10% of
the time. As described above, misrecognition er-
rors cause harms, which are then disproportionately
experienced by these individuals. We echo the con-
clusions of Mihaljević et al. (2019) and Lockhart
et al. (2023), i.e., that inclusive analyses are only
possible when names are no longer used as a proxy
to infer individuals’ gender or race/ethnicity.

Representational harms. The erasure of identi-
ties and the flattening of variation in naming cus-
toms leads to representational harms, which in-
clude the reinforcement of essentialist categories
and power structures (Chien and Danks, 2024).
These harms primarily affect sociodemographic
groups, e.g., non-binary people, who are often in-
correctly and unjustly treated as a novel social phe-
nomenon. Groups of people with a certain name are
often subject to a different type of representational
harm, i.e., stereotyping. For instance, the name
Kevin is associated with lower socioeconomic class
in Germany (Kaiser, 2010). This stereotype, if en-
coded in an NLP system, could lead to quality-of-
service differentials, as class is a sociodemographic
characteristic that correlates with lower NLP per-
formance in other contexts (Curry et al., 2024).

Cultural insensitivity. Conceptualizations of
names and sociodemographic characteristics in

3Regulation efforts such as the AI Act (Commission, 2021)
in the EU try to mitigate this, but this does not apply to author-
itarian regimes’ use of such technology (Briglia, 2021).
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NLP are often Western-centric, with folk assump-
tions about what names look like and the applica-
tion of U.S. racial categories and naming prefer-
ences to areas outside the U.S., where they are unin-
telligible (Field et al., 2021). Non-Western naming
practices are only sometimes described in papers
where there is a specific language of study that is
not English, e.g., name tagging in Arabic (Shaalan
and Raza, 2007) and Uyghur (Abudukelimu et al.,
2018). Even within English, there is little recogni-
tion of, e.g., English common nouns used as names
in China (Billboard, Shooting, Pray, etc.; Chan,
2016), names containing spelling variations (AIAT-
SIS, 2022), and names that overlap in different
cultures but have different associations, e.g., Jan
in the U.S. compared to Jan in Germany. Beyond
names, even gender, race, and other sociodemo-
graphic categories of relevance are different across
cultures. Many cultures have definitions of gender
that go beyond the binary. Enforcing binary gender
can thus be seen as an example of what Lugones
(2016) calls the “coloniality” of gender, which also
results in epistemic violence, i.e., inhibiting peo-
ple from producing knowledge, or silencing and
discrediting their knowledge (Chilisa, 2019).

No shifts in power. Names are a site for
enforcing institutional power, as seen in “real
name” policies (Haimson and Hoffmann, 2016),
the (non-consensual) permanence of names in data
infrastructure including Google Scholar (Speer,
2021), governmental name regulation (Te Tari
Taiwhenua, 2021), and the “collective delusion”
of legal names, at least in the U.S. (Baker and
Green, 2021). Names are also regulated socially
through norms and expectations, many of which
end up baked into our NLP systems. We exercise
power as NLP researchers and practitioners via our
assumptions, which may reify sociodemographic
categories, codify (or dismantle) associations
between names and these categories, and create
infrastructure that harms people at scale through
surveillance or mislabelling. Knowles et al. (2016)
open-sourced their name-based gender inference
tool, and Vogel and Jurafsky (2012) published (bi-
nary) gender labels with names of authors of NLP
papers, which continue to be used in research (Mo-
hammad, 2020; Van Buskirk et al., 2023). This data
reflects folk assumptions about gender, i.e., that it
is binary, immutable and in perfect correspondence
with names (Keyes, 2018; Cao and Daumé III,
2021). These datasets also deadname and misgen-

der scientists from the NLP community, some of
whom have spoken about its harms (Mielke, 2024).
Transgender people can only be counted in such
a system if they conform to normative expecta-
tions (Johnson, 2016; Konnelly, 2021), and if not,
the burden is disproportionately on them to seek re-
dress. Even Asr et al. (2021)—a system relying on
name-based gender inference that considers gender
beyond the binary and does not publicly misgender
individuals—does not shift power, as workarounds
are a patch rather than built-in to the method;
gender inference still relies on APIs that use binary
gender, and mistakes (typically, famous non-binary
people) are manually corrected. As all these exam-
ples show how power remains centralized, we echo
previous calls to reimagine and reconfigure power
relations in service of user autonomy (Keyes et al.,
2019; Blodgett et al., 2020; Hanna and Park, 2020).

5 Guiding Questions and
Recommendations

In the previous sections, we have reviewed the myr-
iad of issues surrounding the accuracy, validity and
ethical use of names along with sociodemographic
characteristics, and noted that all these issues arise
from the same assumptions and inform each other.
In addition, we have shown that these problems ap-
ply overwhelmingly to those who are not cisgender,
white, normatively named in a Western context, and
well-represented in publicly available data. Thus,
work that uses names to operationalize people’s so-
ciodemographic categories most misrepresents and
further marginalizes those who are already at the
margins. We take the normative position that this
is not acceptable collateral damage, even (and es-
pecially!) in the name of ostensible fairness. Thus,
we come up with guiding questions and recommen-
dations for NLP practitioners who are considering
the use of names as they relate to sociodemographic
categories. These are summarized in Table 1.

What are you aiming to study–names? Or peo-
ple, via their names? It is acceptable to inves-
tigate what concepts NLP models associate with
names, e.g., Madeleine with kindness. It is even
acceptable to demonstrate that NLP models asso-
ciate Marius with the pronoun he or with being
male, and that these associations mirror common
human associations (Caliskan et al., 2017; Crabtree
et al., 2023). It is marginally acceptable to associate
names with sociodemographic characteristics using
imaginary people, e.g., drawing insights about gen-
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Theme Guiding questions

Names vs. people What are you aiming to study–names? Or people, via their names?
What aspects of names are you interested in?
What aspects of people are you interested in?

Context What is your context?
Is processing names with NLP systems necessary to answer your questions?

Harms and power What kinds of harms apply? How can you mitigate them?
Are you describing or prescribing?
How does your work reify/redistribute power?

Refusal Is it still worth it?

Table 1: Our list of guiding questions for the use of names and sociodemographic categories in NLP, grouped by
theme. See paragraphs in Section 5 for detailed recommendations.

der bias more broadly based on how NLP models
handle synthetic names of people assumed to be
exclusively female; while doing so does not com-
promise people’s autonomy and dignity, it does
further entrench hegemonic folk theories of names
and people’s identities, which has cultural harms.
Finally, it is unacceptable to present results about
real people based solely on the assumption that
their names provide a reliable signal about their
identities, e.g., NLP papers authored by people
named Madeleine and Marius cannot on their own
provide trustworthy insights into gender and racial
representation in the field, unless those specific
individuals are asked about their gender.

What aspects of names are you interested in?
Names are rich objects of study with variation in
form, length, training data frequency, tokenization,
associations, the strengths of these associations,
and more.4 Once you have decided what aspects
to study, they must be operationalized and mea-
sured carefully, with attention to the context of
the study or eventual system deployment. This in-
cludes the scope of what counts as a “name.” For
instance, considering the use of English common
nouns as names (e.g., Cloud) is particularly im-
portant when working with data from or systems
deployed in China, where this naming practice is
common (Chan, 2016). Ensure that pre-processing
choices are contextualized and do not distort results,
that names are understood within context, and that
error can be quantified robustly in the given con-
text. Thus, when measuring training data frequency

4Some of these aspects have already been explored in prior
work in NLP (Shwartz et al., 2020; Wolfe and Caliskan, 2021;
Sandoval et al., 2023).

of names, counting Cloud tokens as names must
consider when it is used as a name and when it is
used simply as a noun. Error could be quantified
through manual analysis on a subset of the data.

What aspects of people are you interested in?
People’s identity and perceptions of them can dif-
fer, and these shape their experiences in various
ways. Therefore, it is first necessary to decide
which aspects are relevant for a study. Attempting
to infer someone’s identity using names is simply
unacceptable due to the range of methodological
and ethical concerns we list in this paper. We echo
onomastic advice from nearly 40 years ago (Weit-
man, 1981), i.e., that “inferences from names must
be to the givers of these names, not to their bearers.
What is more, inferences must always be to soci-
ological formations (such as social classes, ethnic
groups, historical generations, and the like), not
to individual name-givers.” In addition to study-
ing formations of name-givers, it can also be ac-
ceptable to study perceptions of identity based on
names. For instance, numerous sociology papers
have investigated racial and ethnic perceptions, as
well as occupational stereotypes, based on names
(King et al., 2006; Gaddis, 2017a,b). Again, we em-
phasize that perceptions based on names are also
highly contextual and non-universal.

What is your context? It is essential to under-
stand the geographical, temporal, and cultural con-
text of data with names, and document this infor-
mation for datasets, e.g., with datasheets (Gebru
et al., 2021). What is the geographic, temporal, cul-
tural and political context of the name data, name-
bearers, models and sociodemographic categories
you use? Who are the people who will be impacted
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by your work, and what is their context? What do
you know about the naming practices in these con-
texts and the hetereogeneity in these practices? Are
you quantifying error with self-reported data? We
posit that it is unacceptable to use names without
deeply engaging with context in these senses, and
stress that ascribing contemporary Western identity
categories to historical peoples without acknowl-
edging the difference in contexts is reductive.

Is processing names with NLP systems necessary
to answer your questions? For questions about
human identity and perception based on names,
NLP may not be the only or best method available.
We warn against technical solutionism (Green,
2021); researchers should reflect on whether their
questions could be approached with interviews,
case studies, fourth-world paradigms, and so
on (Cameron, 2004). Qualitative methods can pro-
vide deeper, richer evidence while respecting peo-
ple’s autonomy, dignity and context. If your ques-
tions are instead about NLP systems, then process-
ing names with them is certainly necessary, but we
note that methodological pluralism and interdisci-
plinarity can enrich our practice as NLP researchers
and practitioners regardless (Wahle et al., 2023).

What kinds of harms apply? How can you miti-
gate them? Our paper provides a starting point
for harms that are relevant to the use of names
and sociodemographic characteristics in NLP, and
we encourage transparency about methodological
and ethical problems (Bietti, 2019; Hao, 2019). It
is unacceptable to sideline these problems in the
name of “social good” (Green, 2019; Greene et al.,
2019; Bennett and Keyes, 2020), and rather than
treating entire segments of the world as limitations
of or future work for your research, we encour-
age changing the methods themselves, as Lauscher
et al. (2022) do with neopronouns. We recom-
mend firmly grounding work in the ethical prin-
ciples of autonomy, justice, and beneficence for
people (Floridi and Cowls, 2019), which we note
are sadly under-represented in machine learning
research (Birhane et al., 2022).

Are you describing or prescribing? Descrip-
tions of social phenomena are often conflated with
normative behaviour (i.e., assumptions and asser-
tions that create and reinforce norms) in NLP (Vida
et al., 2023). This is the subtle but significant dif-
ference between showing that sociodemographic
name associations in language models mirror the

judgements of some group of humans, versus stat-
ing that model associations should mirror the judge-
ments of some group of humans. The latter “cannot
avoid creating and reinforcing norms” (Talat et al.,
2022). Therefore, researchers should clearly dis-
tinguish descriptive and normative behaviours in
the design, execution, and presentation of their ex-
periments (Vida et al., 2023). System designers do
have to make decisions about how systems should
behave, i.e., they need to choose to perpetuate harm-
ful structures in service of usability or to impose
their own values on users and stakeholders when
they take an advocacy position. This is an ethical
dilemma in design that participatory methods and
feminist epistemologies are uniquely positioned to
help with (Bardzell, 2010).

How does your work reify or redistribute
power? Central to NLP and computer science
at large are scale thinking (Hanna and Park, 2020),
quantitative methodologies (Birhane et al., 2022),
and the illusion of objectivity (Waseem et al., 2021).
All these values serve to reify existing hierarchies
and power structures. We must first recognize our
own power as NLP researchers and practitioners,
and how our work can reinforce infrastructure for
(mis)classifying real people and enable surveillance
and harms at scale. We recommend a counter-
power stance (Keyes et al., 2019), situated knowl-
edges (Haraway, 1988), and methods informed by
a politic, e.g., intersectionality, a critical framework
that centers justice, power, and reflexivity, and man-
dates praxis with teeth (Collins, 2019; Erete et al.,
2018; Ovalle et al., 2023). Particularly for those of
us who are interested in using NLP for social good,
we should constantly be asking: “social good for
whom?” The differential impact on people matters,
and as researchers and practitioners, we have a re-
sponsibility to attend to it and resist the othering
perpetuated by classification systems.

Is it still worth it? After considering all these
guiding questions, we remind the reader that
refusal is possible (Honeywell, 2016; Tatman,
2020; Lockhart et al., 2023; Mihaljević et al.,
2019), and indeed an important part of the history
of science (Williams, 1924; United States National
Commission for the Protection of Human Subjects
of Biomedical and Behavioral Research, 1978;
Weindling, 2001).
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6 Related Work

Several papers study and critically interrogate the
inference and use of sociodemographic informa-
tion in computing (Larson, 2017; Keyes, 2018;
Benthall and Haynes, 2019; Hanna et al., 2020;
Keyes et al., 2021; Field et al., 2021; Devinney
et al., 2022), many of which touch upon names
but do not address them in detail. The work that
deals with names in particular are all outside of
NLP: Karimi et al. (2016); Keyes (2017); Tzioumis
(2018); Mihaljević et al. (2019); Scheuerman et al.
(2019); Lockhart et al. (2023); Van Buskirk et al.
(2023). These papers have different scopes and
take a variety of positions with regards to the ethics
of name-based inference, some of which we find in-
sufficiently radical. Finally, our recommendations
echo those from prior work (particularly in the
fields of human-computer interaction and science
and technology studies), but are contextualized for
names in NLP. Among others, we take inspiration
from Keyes et al. (2019); Hanna and Park (2020);
Blodgett et al. (2020); Scheuerman et al. (2020a);
and Green (2021).

7 Conclusion

We present the field with an overview of names
and naming as discussed in other disciplines. We
lay out background on naming practices around
the world and describe how these practices create
issues of validity (e.g., selection bias and construct
validity) and ethical concerns (e.g., harms, cultural
insensitivity), that affect NLP uses of names and so-
ciodemographic characteristics. Finally, we present
a list of guiding questions and normative sugges-
tions towards addressing these concerns in future
work involving names in NLP.
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Limitations

Our background on names and naming is lim-
ited, and meant only as a brief introduction to
onomastics and related fields that use names and

sociodemographic characteristics; space prevents
us from being more comprehensive and we refer
the interested reader to our references for deeper
discussion of onomastic variation. Additionally,
we know that problematic and decontextualized
assumptions about names are rife within NLP
based on our background as authors within or
adjacent to the field, as well as writing in other
fields about methods that are also popular in NLP.
However, as we do not undertake a comprehensive,
critical survey of NLP papers that use names and
sociodemographic characteristics, we cannot em-
pirically quantify the extent to which the problems
we outline plague NLP research, and we leave a
more systematic study of this to future work.
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