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Abstract

The evaluation of generative models in Ma-
chine Reading Comprehension (MRC) presents
distinct difficulties, as traditional metrics like
BLEU, ROUGE, METEOR, Exact Match, and
F1 score often struggle to capture the nuanced
and diverse responses. While embedding-based
metrics such as BERTScore and BARTScore
focus on semantic similarity, they still fail to
fully address aspects such as recognizing addi-
tional helpful information and rewarding con-
textual faithfulness. Recent advances in large
language model (LLM) based metrics offer
more fine-grained evaluations, but challenges
such as score clustering remain. This paper in-
troduces a multi-aspect evaluation framework,
CHIE, incorporating aspects of Correctness,
Helpfulness, Irrelevance, and Extraneousness.
Our approach, which uses binary categorical
values rather than continuous rating scales,
aligns well with human judgments, indicating
its potential as a comprehensive and effective
evaluation method.

1 Introduction

Evaluating generative models in machine reading
comprehension (MRC) presents distinct challenges,
as traditional n-gram-based metrics like BLEU (Pa-
pineni et al., 2002), ROUGE (Lin, 2004), Exact
Match (EM), and F1 score often prove inadequate.
These metrics are typically limited in their ability to
assess the generalization capabilities of generative
models, which are characterized by their produc-
tion of diverse and nuanced responses.

To address the n-gram matching problem,
embedding-based metrics, i.e., BERTScore (Zhang
et al., 2020) and BARTScore (Yuan et al., 2021),
focus on semantic similarity assessments of the
ground truth and prediction. Moreover, various
evaluation criteria have been proposed to assess
model outputs for generalized evaluation methods.

∗Equal Contributions.

For instance, USR (Mehri and Eskenazi, 2020)
evaluates dialogue responses based on fluency,
relevance, and knowledge conditioning using a
RoBERTa-base model (Liu et al., 2019). Similarly,
UniEval (Zhong et al., 2022) employs T5 (Raffel
et al., 2020) to assess QA tasks from multiple per-
spectives, encoding texts as questions and answers
and scoring them across various dimensions. How-
ever, these methods typically require datasets for
fine-tuning, which can limit their applicability.

Recent advances in large language models
(LLMs) based metrics, such as a GPT-based met-
ric for translation (Kocmi and Federmann, 2023),
summarization (Liu et al., 2023), and dialogue (Lin
and Chen, 2023) tasks, offers more fine-grain eval-
uations using continuous rating scales. Despite
these improvements, challenges like score cluster-
ing remain. This is because generative answers
produced by LLMs require more generalized mea-
surements than extractive ones. Moreover, these
evaluation methods have mainly been used for
high-resource languages like English. For low-
resource languages, current research has not been
thoroughly tested, creating a gap in understanding
their performance in these languages.

In this paper, we propose a multi-aspect eval-
uation framework to assess the generalization of
in-context learning called CHIE comprising four
aspects: Correctness, Helpfulness, Irrelevance,
and Extraneousness. Our work distinguishes itself
from existing evaluation metrics, such as F1 and
BERTScore, as illustrated in Figure 1. In particu-
lar, we introduce a multi-aspect evaluation scheme
that delivers a more comprehensive and detailed
analysis of a model’s ability to present informa-
tion. Unlike other LLM-based evaluations, such as
LLM-EVAL, which provides a single numeric out-
put (e.g., three on a 1-5 scale) that lacks explainabil-
ity and can be challenging for human interpretation,
our approach uses binary categorical values with
objectively defined classes. Our method ensures
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Figure 1: A comparison between our proposed CHIE framework and different evaluation metrics.

explainability and human-interpretable scoring and
is specifically designed for the MRC task.

To demonstrate the generalization of our evalua-
tion method, we evaluate Machine Reading Com-
prehension (MRC) capabilities in a multilingual
environment. In particular, we evaluate six mod-
els on three languages compared to two evaluation
metrics using XQuAD (Artetxe et al., 2020). Our
findings reveal that commonly used metrics, such
as F1, EM, and BERTScore, lack generalizability
and do not accurately reflect the robustness of the
evaluated models. In contrast, our experiments
show that CHIE consistently aligns with human
judgments, indicating its potential as a more re-
liable alternative for evaluating model responses.
Furthermore, models evaluated using our proposed
metric exhibit improved generalization compared
to previous methods, suggesting that CHIE is more
effective at capturing performance nuances across
diverse scenarios. This is particularly significant
in complex and ambiguous cases where traditional
metrics fall short, underscoring the need for more
sophisticated evaluation frameworks.

In summary, our main contributions are as fol-
lows:

• We introduce CHIE, a new automatic evaluation
framework for machine reading comprehension
with large language models, leveraging multi-
dimensional aspects within a single prompt.

• We provide experimental evidence demonstrating

that our designed binary categorical values align
well with human evaluations.

• We show that CHIE can be applied to support
MRC evaluations across different languages.

2 Related Work

2.1 N-gram-based Metrics

Metrics such as BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), METEOR (Banerjee and
Lavie, 2005), Exact Match (EM) and F1 score were
primarily designed to rely on the n-gram overlap be-
tween model outputs and reference answers. These
metrics often fall short when applied to generative
models, which produce diverse and contextually
nuanced responses. They can overlook subtleties in
language use, creativity, and the overall coherence
of the generated text. Thus, there is a pressing need
to develop and adopt more sophisticated evaluation
metrics to capture the multifaceted nature of gener-
ative model outputs, ensuring that these models are
assessed more accurately and comprehensively.

2.2 Embedding-based Metrics

To enhance the semantic similarity between gener-
ated and reference texts, embedding-based metrics
utilizing word embeddings have been proposed.
BERTScore (Zhang et al., 2020) computes the se-
mantic similarity between the reference and the
target text using a pre-trained BERT model, while
BARTScore (Yuan et al., 2021) evaluates gener-
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ated text as a text generation task via a pre-trained
BART model. However, embedding-based and n-
gram-based methods exhibit inherent limitations
due to their reliance on reference texts, restricting
their applicability in tasks where a reference is un-
available. Additionally, they may fail to adequately
capture important aspects of overall quality, such
as fluency, faithfulness, coherence, and adherence
to specific instructions.

2.3 Multi-aspect Evaluation
Multiple aspects have been proposed to evaluate
various model output dimensions. For instance,
summarization tasks require consistency or nat-
uralness assessment, while dialogue tasks must
assess fluency and coherence. USR (Mehri and
Eskenazi, 2020) proposes evaluating dialogue re-
sponse generation across multiple aspects, such as
fluency, relevance, and knowledge conditioning,
using a RoBERTa-base model (Liu et al., 2019).
UniEval (Zhong et al., 2022) suggests training a
model to evaluate QA tasks from different perspec-
tives using T5. This is achieved by encoding both
source and target texts as questions and answers
and then computing a score. It can manage differ-
ent aspects of evaluation by modifying the question
format. Unlike these approaches, CHIE employs
LLMs as the base model with a single prompt, pro-
viding interoperability and eliminating the need for
model fine-tuning.

2.4 LLM-based Metrics
As LLMs become increasingly sophisticated, re-
cent studies have developed LLM-based metric
approaches for assessing natural language genera-
tion (NLG) outputs. Researchers have recognized
the limitations of traditional metrics and proposed
several novel methods to better evaluate genera-
tive models. GPTScore (Fu et al., 2023) outlines
a general framework to evaluate different aspects
of generated outputs based on posterior probabil-
ity. However, they are not focused on in-context
QA applications. Their score albeit showing high
correlation with human judgement, is not easily
interpretable, just like how perplexity is harder to
understand compared to accuracy. Kocmi and Fe-
dermann (2023) propose a GPT-based metric for
assessing translation quality. They utilized a contin-
uous rating scale ranging from 0 to 100 or a 1 to 5-
star ranking and found that their approach achieves
state-of-the-art accuracy, outperforming traditional
automatic metrics. However, the comprehensive

assessment by task-specific aspects remains insuf-
ficiently explored. In a similar vein, Liu et al.
(2023) propose G-EVAL, a framework using Large
Language Models (LLMs) with chain-of-thought
(CoT) reasoning and a form-filling paradigm, feed-
ing task-specific views as prompts in evaluation cri-
teria. However, their study observed that LLMs typ-
ically produced integer scores even when explicitly
prompted to provide decimal values. This tendency
resulted in numerous ties in the evaluation scores.
Subsequently, Lin and Chen (2023) introduced
LLM-Eval, a comprehensive multi-dimensional au-
tomatic evaluation for open-domain conversations
with LLMs. This method employs a single prompt
alongside a unified evaluation schema encompass-
ing various dimensions of evaluation with a contin-
uous rating scale.

3 Proposed Method

In this section, we discuss an LLM-based evalua-
tor covering multiple aspects of MRC called CHIE.
We first describe the desired Features in Section 3.1.
Second, we provide evaluation criteria for MRC
evaluations in Section 3.2. Last but not least, Sec-
tion 3.3 explains the components of CHIE-based
prompting.

3.1 Desired Features

As shown in Figure 2, we propose an evaluation
that goes beyond rewarding the answer to correct-
ness by assessing additional information accompa-
nying the answer as follows.

Reward relevant and helpful information.
The method should recognize and reward responses
that are not only accurate but also provide compre-
hensive and relevant information. This encourages
models to generate answers that are both correct
and rich in content.

Penalize unconnected information. While
helpful additional information is welcome, we want
to keep the response concise. The method should
penalize additional information that does not im-
prove the understanding of the question or answer.
This criterion also discourages the model from

“cheating” by excessively including phrases from
the context to increase the chance of obtaining a
reward from the previous criterion.

Penalize out-of-context information. The
method should penalize the inclusion of out-of-
context information, even if factually correct. This
criterion aligns with the spirit of reading compre-

156



Figure 2: An illustration of our proposed CHIE framework: multi-aspects evaluation using a single prompt

hension assessment since we want to evaluate the
model’s capability to grasp and interpret the ques-
tion. Furthermore, by encouraging the response to
stick to the context, we also mitigate the risks of
hallucination.

3.2 Designed Evaluation Criteria For MRC

Our proposed method follows the traditional MRC
evaluation where each assessment consists of four
components: context, question, reference answer,
and response, as shown in Figure 2.
• Correctness: Assess whether the model’s re-

sponse is accurate wrt. the reference answer
(↑ higher is better).

• Helpfulness: Determine whether the model’s re-
sponse provides additional relevant details from
the context (↑ higher is better).

• Irrelevancy: Check whether the model’s re-
sponse contains irrelevant details from the con-
text (↓ lower is better).

• Extraneousness: Verify whether the model’s
response includes out-of-context information
(↓ lower is better).

3.3 CHIE-based Prompting

Our proposed method, CHIE, is a prompt-based
evaluator consisting of three main components:
• Task Instruction: This component guides a

LLM to do the required task.
• Evaluation Criteria: This component uses

agree-disagree questions to evaluate four specific
aspects of the model.

• Form-input Structure: This component pro-
vides a template for filling in the necessary infor-
mation for evaluation.
We concatenate the three components into a sin-

gle prompt (full prompt shown in Appendix A.2).
CHIE can efficiently generate multi-dimensional
binary classifications for the responses without re-
quiring multiple prompts. Ratings are then post-
processed by assigning “Agree” as 1 and “Disagree”
as 0. The large language model is invoked only
once, directly providing evaluation scores for each
dimension according to the defined schema.

4 Experimental Settings

Data. We focus on Thai, English, and Chinese
by leveraging the XQuAD dataset (Artetxe et al.,
2020). To ensure feasibility within resource con-
straints, including limited GPT-4 API access and
budget for human evaluators, we employ a subset
of the first 100 rows from the Thai XQuAD dataset.
Models. We evaluate openly released LLMs with
multilingual capabilities:
• OpenThaiGPT-7B (OpenThaiGPT, 2023): A

Llama2 and continues pretraining on a Thai cor-
pus with the application of supervised fine-tuning
(SFT).

• SeaLLM-7B V2 (Nguyen et al., 2023): A
Mistral-based model that continues pretrain-
ing on a Southeast Asia corpus, utilizing
both SFT and Direct Preference Optimization
(DPO) (Rafailov et al., 2023).

• WangchanLion-7B (Phatthiyaphaibun et al.,
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2024): A MPT-based model that Sealion con-
tinues pretraining on a Southeast Asia corpus
and employs SFT.

• Llama-3-8B Instruct (Dubey et al., 2024): An
instruction model of Llama 3 from Meta that
utilizes both SFT and DPO.

• Llama-3.1-8B Instruct (Dubey et al., 2024): An
instruction model of Llama 3.1 that improved
the performance from Llama 3 by expanded mul-
tilingual support, an increased context window,
enhanced synthetic data generation capabilities,
and specialized fine-tuning for tool utilization.

• Llama-3-8B SEA-LION instruct (Singapore,
2024): An Llama 3.1 based model that continued
pre-training on the Llama 3 architecture, specif-
ically focused on Southeast Asian languages.
This model has been fine-tuned with approxi-
mately 100,000 English instruction-completion
pairs, along with a smaller set of around 50,000
pairs from various ASEAN languages, including
Indonesian, Thai, and Vietnamese.

English Prompts vs Native Prompts. We also
compared the evaluation performance of English
vs Native (i.e., Thai) prompts detailed in Appendix
A.3. The results suggest that English prompts yield
superior performance. This result conforms with
the literature (Lai et al., 2023).
Human Response Collection. The human re-
sponse annotation phase consists of three steps:
training, screening, and deployment. In the training
step, candidates were given 15 sample responses
with expected assessments to familiarize them-
selves with the task. Seven candidates partici-
pated in this step. In the screening step, candi-
dates were given 10 sample responses that they
needed to answer. The training and screening sam-
ples were obtained from questions 1 to 100 from
the Thai subset in the XQuAD dataset. In the de-
ployment step, we selected candidates who scored
more than 80% as our annotators. We obtained
five annotators as a result. These five annotators
were assigned to assess responses from three mod-
els, OpenThaiGPT, SeaLLMs, and WangchanLion,
answering 100 Questions in the XQuAD Dataset.
LLM candidates. We select robust and general-
ized LLMs to be the judge model: GPT-41, GPT-
4o2, GPT-3.5 Turbo3, and Gemini Pro 1.04.

1gpt-4-0613
2gpt-4o-2024-05-13
3gpt-3.5-turbo-0125
4gemini-1.0-pro-002

5 Experimental Results

In this section, we report experimental results from
three studies. Section 5.1 compares our multi-
aspect approach, CHIE, with two single-aspect met-
rics, F1 and BERTScore. Section 5.1 explores the
possibility of automating multi-aspect evaluations
using an LLM. Section 5.3 provides a component-
wise analysis of CHIE through A/B preference eval-
uation using humans and an LLM.

5.1 Single-Aspect vs Multi-Aspect Evaluations

Table 1 displays a comparison between the two sin-
gle aspect measures, F1 and BERTScore (BRTSc),
and the multi-aspect assessments, CHIE. We can
see that the BERTScore and F1 agree with each
other in the sense that WangchanLion has the high-
est F1 and BERTScore, while SeaLLM V2 has the
lowest F1 and BERTScore. For the multi-aspect
part, we employed five human evaluators and com-
puted the majority vote as the assessment result.
Interestingly, the multi-aspect results show a dis-
agreement with BERTScore and F1 in terms of cor-
rectness (C). SeaLLM V2 has the highest C score,
suggesting the superior capability to produce cor-
rect responses with respect to the reference answers.
Furthermore, SeaLLM V2 also exhibits the highest
helpfulness (H) score, suggesting the capability to
add useful information to the main answer while
staying within the context.

Single-Aspect Multi-Aspect
Model F1 BRTSc C ↑ H ↑ I ↓ E ↓

OpenThaiGPT 34.96 75.95 60 38 30 32
SeaLLM V2 14.00 63.10 80 80 20 45

WangchanLion 50.12 81.27 67 19 23 5

Table 1: Comparison between single-aspect evaluation
techniques, F1 and BERTScore (BRTSc), and our CHIE
multi-aspect summation measurements on three differ-
ent LLMs.

BRTSc Range C ↑ H ↑ I ↓ E ↓ Avg. Len.
Low 58 58 36 45 30.58

Medium 64 51 27 26 16.87
High 85 28 10 11 5.81

Table 2: BERTScore vs. CHIE summation measure-
ments vs. average answer length for different ranges of
BERTScore.

Table 2 provides a further analysis of the re-
lation between BERTScore (BERTSc) and each
of the CHIE aspects. The table shows three
BERTScore (BRTSc) ranges: the lowest, middle,
and highest BERTScore terciles of the responses
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Assessor
Correctness (C) ↑ Helpfulness (H) ↑ Irrelevancy (I) ↓ Extraneousness (E) ↓ Overall
P R F1 P R F1 P R F1 P R F1 P R F1

Gemini 97.35 88.89 92.93 85.11 29.20 43.48 65.38 23.29 34.34 69.23 32.93 44.63 89.04 52.73 67.00
GPT-3.5 91.67 95.65 93.62 72.26 81.75 76.71 63.64 28.77 39.62 44.87 42.68 43.75 75.93 73.35 74.62
GPT-4 98.99 94.69 96.79 94.20 47.45 63.11 51.14 61.64 55.90 77.61 63.41 69.80 84.83 71.74 77.74

GPT-4o 100.00 77.29 87.19 94.74 52.55 67.61 29.41 20.55 24.19 74.36 35.37 47.93 84.66 55.31 66.91

Table 3: LLMs-automated evaluation compared to human evaluation. P, R , and F1 denote as precision, recall, and
F1 score computed by comparing the evaluation outputs of each LLM compared to human majority responses.

Assessor
Correctness (C) ↑ Helpfulness (H) ↑ Irrelevancy (I) ↓ Extraneousness (E) ↓ Overall
P R F1 P R F1 P R F1 P R F1 P R F1

Human 4 97.06 96.12 96.59 97.98 46.86 63.40 71.11 37.21 48.85 89.83 61.63 73.10 93.37 64.96 76.61
Human 5 88.94 97.57 93.06 87.50 54.11 66.87 88.46 53.49 66.67 65.48 63.95 64.71 84.49 70.77 77.02

GPT-4 98.99 95.15 97.03 94.20 31.40 47.10 62.50 63.95 47.10 82.09 63.95 71.90 87.91 63.42 71.90

Table 4: Agreement between Human 4, Human 5, and GPT-4 answers using F1 score.

to 100 XQuAD questions from OpenThaiGPT,
SeaLLM V2, and WangchanLion, bringing the to-
tal of responses to 300. Therefore, each tercile
contains exactly 100 responses. We can see that
the high BERTScore range is associated with a
higher correctness (C) score. This is because, like
BERTScore, the correctness aspect (C) assesses
whether the model’s response conveys the same
meaning as the reference answer. We can also see
that low BERTScores are associated with higher H,
I, and E counts since agreement to these questions
involves the inclusion of additional information
beyond the reference answer.

These results show that while a high BERTScore
indicates semantic faithfulness to the reference
answer, a low BERTScore can mean many dif-
ferent things: an incorrect answer, an inclusion
of helpful information, a verbose response, or an
out-of-context response. In other words, a re-
sponse can be both correct and helpful but obtain
a low BERTScore due to the semantic discrep-
ancy with respect to the reference answer. Further-
more, since we use the XQuAD reference answers
for BERTScore similarity determinations, higher
BERTScores tend to have shorter answers. In ap-
plications demanding contextually rich responses,
BERTScore may not be indicative of desired re-
sponses. These results highlight the merit of our
multi-aspect assessment approach in comparison
to single-aspect measures like BERTScore or F1.

5.2 LLMs as Multi-Aspect Evaluators

Let us now explore the possibility of automating
the CHIE evaluation using an LLM. We identified

four state-of-the-art LLM candidates: Gemini Pro
1.0 (Team, 2024), GPT-3.5 Turbo, GPT-4, and GPT-
4o. For consistency, we use the same prompt for
all LLMs. Details are given in Appendix A.2.

As shown in Figure 3, this study contains two
analyses: LLM-to-LLM and LLM-to-Human com-
parisons.

Figure 3: Overview of our analyses comparing LLMs
and human assessors.

Analysis 1: LLM-to-LLM Comparisons. For
ground truths, we use the same voting results from
the five human evaluators as explained in Section
5.1. We then compared the assessments from four
LLMs, Gemini, GPT-3.5, GPT-4, and GPT-4o. Ta-
ble 3 shows that GPT-4 outperforms other models
in terms of Correctness, Irrelevancy, and Extrane-
ousness. In the aspect of Helpfulness, GPT-3.5
demonstrates superior performance. Overall, GPT-
4 provides the highest F1 score among the evalu-
ated models. Consequently, we selected GPT-4 as
the LLM evaluator for the rest of the presentation.
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Subset Model
Single-Aspect Multi-Aspect

Tokens (avg)
F1 BRTSc C ↑ H ↑ I ↓ E ↓

Thai

OpenThaiGPT-7B 34.96 75.95 58 13 28 31 10.35
SeaLLM-7B V2 14.08 63.10 76 48 32 31 27.81
WangchanLion-7B 50.12 81.27 64 8 28 5 5.50
Llama-3-8B Instruct 13.03 61.69 88 68 9 8 27.76
Llama-3.1-8B Instruct 41.21 73.02 85 19 12 8 12.67
Llama-3-8B SEA-LION instruct 51.22 78.07 93 34 5 0 12.53

English

OpenThaiGPT-7B 18.12 76.61 42 8 54 52 24.59
SeaLLM-7B V2 22.86 84.03 96 33 6 12 19.98
WangchanLion-7B 26.40 85.09 68 20 30 22 13.64
Llama-3-8B Instruct 19.80 83.68 94 59 4 6 21.13
Llama-3.1-8B Instruct 24.18 84.26 88 41 12 14 18.78
Llama-3-8B SEA-LION instruct 42.14 87.58 94 34 5 12 11.58

Chinese

OpenThaiGPT-7B 5.63 54.28 26 12 61 62 147.75
SeaLLM-7B V2 19.04 58.27 88 39 16 12 24.86
WangchanLion-7B 44.55 73.28 52 4 27 21 18.53
Llama-3-8B Instruct 12.12 53.52 86 66 9 7 47.91
Llama-3.1-8B Instruct 42.00 68.76 91 17 3 2 10.66
Llama-3-8B SEA-LION instruct 30.95 63.74 88 28 13 8 14.69

Table 5: The result of CHIE evaluation across three different languages (Thai, English, and Chinese) and six
LLMs (OpenThaiGPT-7B, SeaLLM-7B V2, WangchanLion-7B , Llama-3-8B Instruct, Llama-3.1-8B Instruct and
Llama-3-8B SEA-LION instruct).

Analysis 2: LLM-to-Human Comparisons.
We used three human evaluators to compute the
ground truths, as shown in Figure 3. The other
two evaluators were left out for performance com-
parison with GPT-4. Table 4 shows that GPT-4’s
evaluations align closely with human evaluators,
achieving an overall F1 score of 71.90. This dif-
fers by only 4.71 points from the fourth human
evaluator and by 5.12 points from the fifth human
evaluator. Thus, given the time and cost of hu-
man evaluation, GPT-4 is a viable alternative for
assessing the MRC task.

5.3 Human vs LLM Preferences

Due to the extractive nature of the MRC task, we
aimed to verify whether humans prefer longer or
shorter responses. To investigate this, we con-
ducted a head-to-head comparison by manually
creating new XQuAD answers that encapsulate var-
ious aspects of our criteria:
• C vs CH: Whether humans or GPT-4 prefer an-

swers that contain only the Correctness aspect
(C) or those that encompass both Correctness and
Helpfulness aspects (CH).

• C vs CI: Whether humans or GPT-4 prefer an-
swers that contain only the Correctness aspect

(C) or those that include both Correctness and
Irrelevancy aspects (CI).

• CH vs CHI: Whether humans or GPT-4 prefer
answers with Correctness and Helpfulness (CH)
or those with Correctness, Helpfulness, and Irrel-
evancy (CHI).
We instructed five human evaluators to identify

their preferred answers in Thai as detailed in Ap-
pendix A.1. For comparison, we also used GPT-4
for evaluation following the instructions outlined
in Appendix A.1. From Table 6, we found that
humans exhibited a strong preference for shorter
answers, i.e., preferring C to CH and CI and CH
to CHI. For GPT-4, on the other hand, CH was
preferred to C. We can also see that although GPT-
4 preferred C to CI and CH to CHI, like humans,
the score differentials are not as strong. This re-
sult conforms with the observation presented by
Zheng et al. (2023) that LLMs such as Claude-v1
and GPT-4 tend to prefer longer responses.

Case Humans GPT-4
A B Tie A B Tie

C vs CH 91 4 5 15 83 2
C vs CI 99 1 0 60 40 0
CH vs CHI 98 1 1 67 27 6

Table 6: A/B preference evaluation conducted by hu-
mans and GPT-4 as evaluators.
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5.4 CHIE on generalizability across languages

After identifying GPT-4 as the most effective eval-
uation model, we expanded our study to include
additional languages from the XQuAD dataset to
assess behavior generalization across languages.
We added English and Chinese, ensuring that the
questions matched the same question IDs. Table 5
presents the results for 100 questions from the
XQuAD dataset in Thai, English, and Chinese, eval-
uated across six diverse models. The experiments
reveal the following:
• F1 and BERTScore (BRTSc) with Correct-

ness (C) and Helpfulness (H): Higher F1 and
BERTScore values are positively correlated with
higher Correctness (C) and Helpfulness (H)
scores. This means that models with better
overall performance, as indicated by F1 and
BERTScore, are more likely to generate re-
sponses that are accurate and useful.

• Token length can have both positive and neg-
ative effects: Longer token lengths generally
correlate with higher Correctness (C) and Help-
fulness (H). This suggests that longer responses
tend to be more thorough and accurate. How-
ever, as token length increases, there is a risk of
higher Irrelevancy (I) and Extraneousness (E).
This indicates that overly lengthy responses are
more likely to include irrelevant or unnecessary
content.

• Irrelevancy (I) and Extraneousness (E) with
F1 and BERTScore: Lower F1 and BERTScore
values are associated with higher Irrelevancy (I)
and Extraneousness (E) scores. This means that
models with poorer performance tend to produce
more irrelevant or extraneous information.

6 Conclusion

We present CHIE, a novel automatic evaluation
framework using GPT-4 for assessing MRC model
responses. In comparison to single-aspect mea-
sures such as BERTScore, CHIE provides a more
holistic means of assessing MRC responses by as-
sessing the helpfulness of the answer and screening
for irrelevancy and out-of-context information in
addition to correctness.

We also explore the possibility of using LLMs
as evaluators. The results demonstrate potential
for further development for using an LLM in a
completely automated evaluation process or as an
evaluator to reduce the human evaluation workload.

Limitations

• Although CHIE improves the comprehensiveness
in assessing MRC responses, its usefulness heav-
ily relies on the nature of underlying benchmark
questions. While XQuAD is an excellent re-
source for assessing MRC capabilities, due to
its extractive nature, its questions do not test the
commonsense reasoning capability or the abil-
ity to integrate world knowledge into the answer.
For future work, we plan to apply CHIE to other
benchmarks for richer assessments.

• In terms of preference, results from human eval-
uation contradict those from GPT-4. As a result,
it is still inconclusive whether the helpfulness as-
pect should be considered as a desired feature or
not. One possible explanation lies in the extrac-
tive nature of XQuAD questions that can be an-
swered with a short text sequence. Consequently,
the inclusion of additional information may not
always improve the desirability of responses. For
future work, we plan to compose our own bench-
mark for CHIE.

• CHIE uses an LLM for evaluation, which may
introduce bias into the framework and result in a
loss of interpretability.

Ethical Statement

The human annotators who participated in this
study were fairly compensated according to the
applicable labor laws.
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A Appendix

A.1 Instruction for Preferred Answers

Thai:

English translation:
“Which answer is better? You shall act as a

judge and evaluate the quality of the responses to
the user question provided by two AI assistants.
You should choose the assistant that follows the
user’s instructions and answers the user’s question
better. Your evaluation should consider factors
such as correctness, conciseness, relevancy, and
helpfulness.”

A.2 Evaluation Prompt

Please evaluate these answers based on
their accuracy and relevance to the pro-
vided passage based on the Criteria:

Q1. The Answer is Correct concerning
the Reference Answer. Do you agree or
disagree? Determine if the given answer
accurately matches the reference answer
provided. The correctness here means
the answer must directly correspond to
the reference answer, ensuring factual
accuracy.

Q2. The Answer Includes Relevant, Addi-
tional Information from the Context. Do
you agree or disagree? Determine if the
given answer accurately Assess whether
the answer provides extra details that are
not only correct but also relevant and en-
hance the understanding of the topic as
per the information given in the context.

Q3. The Answer Includes Additional, Ir-
relevant Information from the Context.
Do you agree or disagree? Check if the
answer contains extra details that, while

related to the context, do not directly per-
tain to the question asked. This informa-
tion is not necessary for answering the
question and is considered a digression.

Q4. The Answer Includes Information
Not Found in the Context. Do you agree
or disagree? Evaluate if the answer in-
cludes any correct information that is
not included in the context. This infor-
mation, even if correct, is extraneous as
it goes beyond the provided text and may
indicate conjecture or assumption.

Passage: {C}
Question: {Q}
Reference Answer: {R}
Prediction Answer: {O}

A.3 Thai prompt vs English prompt
Table 7 shows the English prompt is better than
the Thai prompt in GPT-4.
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Prompt
Correctness (C) Helpfulness (H) Irrelevancy (I) Extraneousness (E) Overall

P R F1 P R F1 P R F1 P R F1 P R F1

English 98.99 94.69 96.79 94.20 47.45 63.11 51.14 61.64 55.90 77.61 63.41 69.80 84.83 71.74 77.74

Thai 99.49 94.69 97.03 94.44 37.23 53.40 65.08 56.16 60.29 67.27 45.12 54.01 88.08 65.13 74.88

Table 7: Agreement between English prompt and Thai prompt.
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