
Proceedings of the 2nd GenBench Workshop on Generalisation (Benchmarking) in NLP, pages 165–182
November 16, 2024 ©2024 Association for Computational Linguistics

Investigating the Generalizability of Pretrained Language Models across
Multiple Dimensions: A Case Study of NLI and MRC

Ritam Dutt1∗, Sagnik Ray Choudhury2∗ , Varun Venkat Rao3, Carolyn Rose1, V.G.Vinod
Vydiswaran3

1Carnegie Mellon University, 2University of North Texas, 3University of Michigan
rdutt@andrew.cmu.edu, sagnik.raychoudhury@unt.edu,
varu@umich.edu, cprose@cmu.edu, vgvinodv@umich.edu

Abstract

Generalization refers to the ability of machine
learning models to perform well on dataset dis-
tributions different from the one it was trained
on. While several pre-existing works have char-
acterized the generalizability of NLP models
across different dimensions, such as domain
shift, adversarial perturbations, or composi-
tional variations, most studies were carried out
in a stand-alone setting, emphasizing a single
dimension of interest. We bridge this gap by
systematically investigating the generalizability
of pre-trained language models across differ-
ent architectures, sizes, and training strategies,
over multiple dimensions for the task of natu-
ral language inference and question answering.
Our results indicate that model instances typ-
ically exhibit consistent generalization trends,
i.e., they generalize equally well (or poorly)
across most scenarios, and this ability is corre-
lated with model architecture, base dataset per-
formance, size, and training mechanism. We
hope this research motivates further work in
a) developing a multi-dimensional generaliza-
tion benchmark for systematic evaluation and
b) examining the reasons behind models’ gen-
eralization abilities. 1

1 Introduction

A machine learning model’s generalization capa-
bility is defined as its capacity to apply encoded
knowledge and strategies from previous experience
to new situations. This is a key desideratum of all
machine learning models, but NLP models are par-
ticularly interesting as the generalization scenario
in NLP goes beyond the simple train-test split.

We present a comprehensive study of the gener-
alization abilities of common models used in NLP.

*The first two authors contributed equally.
Work done at the University of Michigan.

1 code + data for analysis: https://github.com/
sagnik/md-gen-nlp, Trained models: https://
huggingface.co/varun-v-rao.

Figure 1: Hupkes et al. (2023) categorizes the generalization
scenarios in NLP into six types. We chose three that cover
many important scenarios. We trained models on SNLI and
SQuAD, and tested them on various datasets corresponding
to these dimensions. The datasets were chosen so as not to
confound the dimensions. For example, the compositional
test dataset for MRC (MusiQue) is a derivative of the source
dataset SQuAD – there is no domain shift, and the dataset
does not contain robustness testing perturbations.

Following Hupkes et al. (2023), we consider three
types of generalization: 1. Domain; 2. Robustness;
and 3. Compositional. These three multi-faceted
aspects cover many scenarios with practical signifi-
cance (Figure 1).

The most common type of generalization is do-
main generalization, where the model is trained
on one domain and tested on another. Generally,
domains in NLP are associated with sources as
text from different sources have different linguistic
styles (Lee, 2001).

Many standard NLP datasets have data points
that can be solved by superficial cues, i.e., rea-
soning strategies unrelated to the expected causal
mechanism of the task at hand. For example, in
SNLI, Gururangan et al. (2018) shows that a nega-
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Figure 2: Our framework: we train 72 models on 2 base
datasets, test them on 15 datasets corresponding to different
dimensions of generalization, and analyze the results.

tion operator in the premise is a strong predictor
of the “contradiction” class, or in many cases, the
models can use the hypothesis alone to predict the
class label. Likewise, Sen and Saffari (2020) ob-
served that the answer phrase could be found in the
first sentence of the context for several instances in
popular extractive machine reading comprehension
(MRC) datasets such as SQuAD (Rajpurkar et al.,
2016) or HotpotQA(Yang et al., 2018). Zhang et al.
(2020) and Ribeiro et al. (2020) also show that
models are sometimes thrown off by semantics
preserving perturbations that do not fool humans.
Models also need to generalize to these instances –
we refer to this as robustness generalization.

The final type of generalization we explore is
compositional. A model demonstrates composi-
tional generalization when it can methodically com-
bine previously learned components to correctly
solve new inputs composed of these components.
Lake and Baroni (2018) presents a classic exam-
ple – if a model understands that “doxing” refers
to jumping up and “daxing” refers to moving left,
would it realize that “dox then dax” refers to jump-
ing up and moving left?

We train 3 instances each of the base and
large versions of 4 models from 3 architecture
families: encoder-only (EO), decoder-only (DO),
and encoder-decoder (ED) on two representative
datasets of two NLU tasks: SNLI for natural lan-
guage inference (NLI) and SQuAD for machine
reading comprehension (MRC) using full-training
and parameter efficient fine-tuning or PEFT (Ding
et al., 2023) in §2. Subsequently, we test them
on 15 datasets from these tasks that correspond to

different types of generalizations in §3. With this
extensive setup, we ask the following questions:

• RQ1: Do certain model instances 2 generalize
well across all types? Our goal is to see if the
generalization ability of a model instance is gen-
eralization type-independent, i.e., it generalizes
well across all scenarios. This question is asked
at the instance level because McCoy et al. (2020a)
has shown that model instances with similar test
performances show wide differences when tested
on different datasets.

• RQ2: We answer RQ1 affirmatively (§3.1) and
find that the model instances from different seeds
do not show large variances. This leads to a
follow-up question (§3.2): are certain model con-
figurations (architecture-size-training strategy)
better at generalization than others?

• RQ3: How does model architecture (EO vs. DO
vs. ED), size, or training strategy correlate with
generalization? Is it type-dependent? We can
expect over-parameterized models to generalize
better (Belkin et al., 2019), as well as the PEFT
models, as they have lower parameter changes
than fully trained models and, consequently, less
forgetting. While the first hypothesis holds, the
second one does not.

• RQ4: Finally, we investigate whether certain gen-
eralization types are more challenging than the
others. How is the target performance correlated
with generalization dimensions (§3.4)?

Previous work has studied generalization in
stand-alone cases, e.g., the datasets we have used
here. Methods have been proposed to improve the
generalization ability of both fully tuned and PEFT
models by meta-learning (Lake and Baroni, 2023)
or multi-task learning (Pfeiffer et al., 2021). Bench-
marks such as Unified QA (Khashabi et al., 2020)
have also been developed to test generalization.

Despite this rich history, less effort has been
spent on developing a systematic categorization of
generalization and studying how models general-
ize across such categories. Models need to gener-
alize across all scenarios, and not just be robust
against domain shift or compositional variations.

21. model instance: a particular instance of a trained
model, e.g., a T5base model with LoRA trained on SNLI
with a seed of 42. 2. architecture: model architecture, e.g.,
RoBERTa, T5. 3. model configuration: a combination of
architecture-size-training strategy (T5base fully fine-tuned).
4. architecture family: types of architectures – encoder only
(BERT, RoBERTa)/decoder-only (OPT).

166



This work is a step in this direction. Our compre-
hensive analysis highlights that model instances
exhibit consistent generalization prowess across
the board and that models from certain architec-
tures or sizes are more generalizable than others.
This is certainly not comprehensive, questions re-
main open about the choice and size of the base
dataset, new model architectures, and most impor-
tantly, the reason behind a model’s generalization
ability which we defer for future work.

2 Tasks, Datasets & Models

We consider two representative NLU tasks: NLI
and MRC. The NLI task involves determining if
the meaning of one text fragment (hypothesis) can
be inferred from another (premise). Independent
of any specific application, this task is designed to
encapsulate the essential inferences about the vari-
ability of semantic expression frequently required
for various settings (Dagan et al., 2006). MRC is
another common task – many NLU tasks have been
formulated as MRC (He et al., 2015) or models
trained on MRC format data have shown good per-
formance on NLU tasks (McCann et al., 2018). We
use the extractive version of MRC, where the input
consists of a context (passage) and a question, and
the answer has to be extracted from the context.

2.1 NLI Datasets
We consider SNLI (Bowman et al., 2015) as the
source dataset, which is annotated with the labels
corresponding to whether the hypothesis entails, is
neutral, or contradicts the premise.

• Domain: We use both the matched and mis-
matched splits of the Multi-Genre NLI (MNLI)
dataset (Williams et al., 2018) to test the gen-
eralization of an SNLI-trained model to differ-
ent domains. We also use the TaxiNLI dataset
(Joshi et al., 2020) that provides a hierarchical
taxonomy of a subset of the MNLI dataset and
categorizes the data points based on whether they
require linguistic, logical, or world knowledge.

• Robustness: We cover the robustness scenarios
by testing the models on four datasets. SNLI-H
(Gururangan et al., 2018) is a set of SNLI test
instances that common heuristics can not clas-
sify. The SNLI-CF dataset (Kaushik et al.,
2019) comprises of “counter-factual” perturba-
tions, where the annotators are asked to make
minimal changes to an instance such that the la-
bel changes – a model can only classify these

instances correctly if it understands the reason-
ing behind the NLI task. SNLI-BT is gener-
ated by back-translating the original SNLI test
instances from En->Pt->En using a pre-trained
multi-lingual BART model – this tests the mod-
els’ ability to generalize against adversarial per-
turbations. Finally, HANS (McCoy et al., 2020b)
is built from templates constituting different syn-
tactic heuristics in NLI, such as lexical overlap
or common subsequences between the premise
and hypothesis.

• Compositionality: It is non-trivial to meaning-
fully combine SNLI instances, but in a composi-
tional NLI dataset such as MoNLI (Geiger et al.,
2020) all words or phrases of a composed in-
stance come from SNLI. Consider a sentence
from SNLI “The children are holding plants”.
Assume the phrase “flowers”, which is a hy-
ponym (per Wordnet) to the phrase “plants”, ap-
pears in SNLI. Now the pair (premise: “The chil-
dren are holding flowers”, and hypothesis: “The
children are holding plants”) will have an entail-
ment relation as every flower is a plant. Conse-
quently, the label would change to neutral when
the premise and hypothesis are reversed. Since
the phrase that determines this relation exists
in SNLI, the new dataset is merely a composi-
tion of the known constituents.3 CONJNLI (Saha
et al., 2020) focuses on conjunctive sentences –
premises and hypotheses vary through the addi-
tion, removal, or substitution of conjuncts such as
“and," “or”, “but”, and “nor” alongside elements
like quantifiers and negations. This also presents
a challenge in compositional generalization.

2.2 MRC Datasets
We train the MRC models on a popular extractive
dataset SQuAD (Rajpurkar et al., 2016).

• Domain: NewsQA is a crowd-sourced dataset
of approximately 100K human-generated QA
pairs, where the context comes from 10K news
articles from CNN. In SQuAD contexts are
paragraphs from Wikipedia articles, therefore
NewsQA presents a significant domain shift.

• Robustness: Adversarial Squad (Adv-SQuAD)
is a robustness challenge set built on SQuAD in-
sofar it adds a sentence that contains a phrase

3This is the PMoNLI part of the dataset. Negations would
change the direction of the monotone operator: not holding
plants ⇒ not holding flower, but not the other way around.
These instances comprise the NMoNLI dataset, which we do
not use.
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that a shortcut-dependent model (eg., one that
chooses a phrase that is proximal to a key phrase
from the question) would select (Jia and Liang,
2017). The HotpotQA dataset (Yang et al., 2018)
was designed to test the multi-hop reasoning abil-
ities of MRC models, i.e., a model should only
be successful if it understands relations between
entities that span multiple sentences. Similar to
Jia and Liang (2017), Jiang and Bansal (2019)
built a challenge set (Adv-HotpotQA) by adding
a new passage to the context with a fake answer.
The modifications in both Adv-HotpotQA and
Adv-SQuAD do not change the original answer.
Therefore, a model using the expected reasoning
strategies would still be able to answer correctly,
but a model dependent on shortcuts would fail.

• Compositionality: MusiQue (Trivedi et al.,
2022) is designed to test compositionality in read-
ing comprehension. The dataset is built on multi-
ple MRC datasets (SQuAD, HotpotQA and three
others) in a “bottom-up" approach. Pairs of con-
nected single-hop questions are combined to cre-
ate 2-hop questions first and are subsequently
combined to produce k-hop questions recursively.
We only choose the questions that are produced
by combining SQuAD questions.

We use the validation or test (when available)
split of the generalization datasets. In NLI, most
datasets for compositional and robustness general-
ization are derivatives of the SNLI dataset itself,
except for HANS and CONJNLI. They come from
non-SNLI sources, but the distribution is not sig-
nificantly different. This allows us to not confound
different dimensions of generalizability. This is
true for MRC as well, Adv-SQuAD and MusiQue
(the portion we use) come from the base dataset
SQuAD, and both Adv-HotpotQA and SQuAD
come from the same domain. HANS has 2 labels
(as opposed to 3 for SNLI), so the predicted la-
bels of neutral and contradiction are merged. For
consistency, we only use instances with a max to-
kenized sequence length of 512 (see the appendix
for details).

2.3 Models & Training
We explore three popular families of transformer-
based neural architectures, i.e., encoder-only (EO),
decoder-only (DO), and encoder-decoder (ED)
models. As the most popular/powerful represen-
tative for each architecture, we include RoBERTa
(Liu et al., 2019) and BERT (Devlin et al., 2019)

for EO, OPT (Zhang et al., 2022) for DO, and T5
(Raffel et al., 2020) for (ED).

NLI is modeled as a sequence classification prob-
lem, and a linear layer is used as the classifier over
the base encoders. MRC is modeled as a token
classification problem with a linear layer, and the
models are trained to predict a token’s probability
for being the start and end of an answer phrase
(Devlin et al., 2019). We use the base and large
versions for each model, and specifically for BERT
these are the cased ones.

The models are trained by changing the full
parameters as well as a fraction of them using
two PEFT methods: Bottleneck adapters (Houlsby
et al., 2019) and LoRA (Hu et al., 2021). Adapters
introduce bottleneck feed-forward layers in each
layer of a transformer model as the only trainable
parameters. These adapter layers consist of a down-
projection matrix W down : (dhidden, dbottleneck), a
RELU non-linearity (f ) and an up-projection ma-
trix W up : (dbottleneck, dhidden), with the final equa-
tion: h ← W up · f(W down · h). We use a reduc-
tion factor ( dhidden

dbottleneck
) of 16 for all models. Sim-

ilar to Bottleneck adapters, LoRA injects train-
able low-rank decomposition matrices into the
layers of a pre-trained model. Any linear layer
of the form (h = W0x) is re-parameterized as:
h = W0x + α

rBAx where (A ∈ Rr×k) and
(B ∈ Rd×r) are the trainable decomposition ma-
trices and r is the low-dimensional rank of the
decomposition. We set the rank at 16 and α at 32.

Each model is initialized with three seeds, and
the training data sequence is shuffled. The models
are trained with AdamW (Loshchilov and Hutter,
2019) optimizer, batch sizes varying between 32
and 64, and a learning rate of 2e-5 with a stepwise
learning rate decay (Howard and Ruder, 2018) us-
ing the HuggingFace Transformers library (Wolf
et al., 2019) (see the Appendix for details).

3 Results

3.1 RQ1: Does one model instance generalize
well across generalization dimensions?

Our first hypothesis is a model instance generalizes
well across different types. We test this by investi-
gating whether the rankings of model instances are
consistent, i.e. are well-correlated, across datasets
that characterize different types of generalization.

We evaluate 72 model instances on each dataset
corresponding to a task. Subsequently, for a given
dataset pair in a task, we compute Spearman’s
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Figure 3: Spearmann’s Rank Correlation ρ between the source and the target datasets for NLI and MRC on a per-instance basis.

rank correlation coefficient (ρ) of the correspond-
ing model instances’ scores (accuracy for NLI and
F1-Score for MRC) for the two datasets. We are
more interested in the rankings (relative perfor-
mance) of model instances than the absolute scores
since the datasets are not well calibrated amongst
themselves. We present a heatmap of the correla-
tion scores between pairs of datasets for NLI and
MRC in Figures 3a and 3b, respectively.

We observe a strong to very-strong correlation
(ρ ≥ 0.6) 4 for all dataset pairs for both NLI and
MRC tasks. For each of these comparisons, the cor-
relation was statistically significant with a p-value
lower than 0.05, implying that we can reject the
null hypothesis that the performances of model
instances are not monotonically correlated.

For NLI, the datasets derived from the same
source, e.g., SNLI-CF, SNLI-BT, and PMoNLI
from SNLI, or datasets that are created in a simi-
lar fashion like matched and mismatched splits of
MNLI exhibit very strong correlation (ρ ≥ 0.90).
On the other hand, datasets derived from a different
source like Wikipedia for CONJNLI or constructed
in a templatized fashion like HANS demonstrate
a more uniform correlation. We thus infer that
the rankings of model instances depend more on
the source than the type of generalization for NLI.
For example, although PMoNLI and CONJNLI both
test compositionality, the instances have the lowest
correlation score (ρ = 0.67).

However, this observation is not as pronounced
for MRC, where the model rankings correlate
more with the generalization type than the dataset

4https://www.statstutor.ac.uk/
resources/uploaded/spearmans.pdf

source. For example, we observe a higher corre-
lation between Adv-HotpotQA and Adv-SQuAD
(ρ = 0.90) than between Adv-SQuAD and SQuAD
(ρ = 0.75). We also note a higher correlation across
domains for MRC (ρ = 0.92 between SQuAD and
NewsQA) than for NLI (ρ ≈ 0.8 between MNLI
and SNLI).

Having ranked the model instances in decreas-
ing order of performance for each of the 10 NLI
datasets, we can obtain a global (or unified) ranked
list by aggregating these individual rankings. We
employ the MC4 algorithm of Dwork et al. (2001)
that constructs the ranking preferences based on a
simple majority vote across the individual rankings
to obtain the aggregated ranked list of instances.
We do the same for the 5 datasets to create an ag-
gregate ranked list for MRC. Spearmann’s rank
correlation coefficient between these two aggre-
gated ranked lists for MRC and NLI is 0.93, which
implies that the model instances also exhibit high
correlation across tasks.

3.2 RQ2: Do model configurations generalize
well across scenarios?

We extend our previous hypothesis to investigate
whether certain model configurations (a combi-
nation of model architectures, scale, and training
strategies) generalize well across different scenar-
ios. We start by averaging the performance of
a model configuration (architecture-size-training
strategy combination) across three seeds and report
the results in Tables 1 and 2 for NLI and MRC, re-
spectively. Interestingly, we do not see a significant
variation across instances from different seeds (as
evidenced by low standard deviations) – a finding
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Table 1: Performance of NLI models when trained on the SNLI and evaluated on different datasets in terms of accuracy. We
report the mean and standard deviation across three seeds. The best model is highlighted in bold, the second-best model is
underlined, and the worst model is highlighted in red. Adap and LoRA refers to the adapter and LoRA training strategies.

ID OOD Robustness Compositionality

Model SNLI MNLI-m MNLI-mm TaxiNLI SNLI-BT SNLI-CF SNLI-H HANS ConjNLI PMoNLI

BERTbase+ Adap 85.1±0.1 65.1±0.1 68.0±0.1 64.7±0.1 80.0±0.1 68.5±0.1 71.0±0.2 50.0±0.0 52.2±0.7 91.7±1.1
BERTbase+ LoRA 81.3±0.2 59.2±0.5 61.1±0.1 54.6±0.6 76.6±0.2 64.2±0.3 65.7±0.5 50.0±0.0 49.1±1.4 85.9±0.5
BERTbase 90.6±0.1 73.5±0.4 73.6±0.2 73.4±0.1 84.3±0.2 76.1±0.2 80.2±0.1 58.1±1.2 58.6±0.6 95.1±0.3

BERTlarge+ Adap 88.8±0.2 72.8±0.8 73.2±0.8 72.8±1.0 83.1±0.2 73.3±0.2 77.3±0.3 50.3±0.4 56.7±1.1 96.1±0.3
BERTlarge+ LoRA 86.2±0.4 68.3±0.5 69.2±0.7 67.7±1.5 80.9±0.1 69.3±0.4 73.1±0.6 50.1±0.2 54.3±1.5 94.7±1.2
BERTlarge 91.1±0.1 76.6±0.1 76.2±0.3 76.5±0.4 84.7±0.1 77.4±0.3 81.7±0.2 58.1±1.2 61.1±0.8 97.6±0.4

RoBERTabase+ Adap 88.3±0.1 75.8±0.6 75.9±0.3 74.4±0.2 83.0±0.0 72.9±0.2 76.1±0.2 50.3±0.1 54.8±0.6 95.1±0.1
RoBERTabase+ LoRA 87.1±0.0 73.6±0.0 74.9±0.1 72.3±0.3 81.8±0.0 71.8±0.2 75.2±0.1 50.1±0.0 52.2±0.9 94.4±0.2
RoBERTabase 91.4±0.0 80.2±0.2 79.9±0.2 80.1±0.2 85.2±0.1 77.9±0.1 82.1±0.1 65.9±2.0 60.8±0.4 96.6±0.2

RoBERTalarge+ Adap 91.7±0.0 83.8±0.4 83.0±0.4 83.9±0.1 85.4±0.0 79.9±0.5 82.4±0.1 67.8±1.4 61.4±0.2 98.5±0.1
RoBERTalarge+ LoRA 90.8±0.1 81.7±0.4 81.8±0.2 81.1±0.5 84.5±0.1 78.8±0.2 81.0±0.1 65.3±0.8 58.5±0.9 98.0±0.2
RoBERTalarge 92.6±0.0 85.0±0.0 84.3±0.1 85.0±0.1 85.7±0.0 81.3±0.2 84.7±0.0 73.7±1.0 65.5±0.3 98.5±0.1

OPTbase+ Adap 82.8±3.0 56.7±1.8 57.5±1.9 55.2±3.7 77.5±2.8 66.7±2.4 68.6±3.1 52.3±3.3 49.2±4.3 88.4±2.3
OPTbase+ LoRA 78.1±3.7 53.8±1.5 55.7±2.3 52.8±1.1 72.4±4.0 63.2±2.3 65.0±2.9 50.4±0.6 47.4±1.9 86.6±3.1
OPTbase 89.6±0.1 71.3±0.7 72.9±0.9 71.3±0.9 83.7±0.2 74.5±0.3 78.8±0.1 59.1±4.2 57.5±0.3 95.6±0.8

OPTlarge+ Adap 88.6±0.2 66.6±1.3 69.2±0.8 66.0±2.1 81.9±0.5 73.4±0.3 77.5±0.2 61.7±6.8 55.4±1.0 90.9±1.5
OPTlarge+ LoRA 83.6±2.2 63.5±3.6 65.0±3.4 60.7±4.7 78.0±2.5 69.5±1.2 71.4±2.1 60.1±2.3 56.7±3.1 91.9±3.0
OPTlarge 90.4±0.4 75.5±0.4 77.3±0.3 75.4±0.3 84.1±0.3 76.5±0.8 80.7±0.5 65.8±0.6 60.7±1.3 95.2±2.0

T5base+ Adap 88.6±0.0 80.1±0.1 80.3±0.1 80.3±0.3 82.9±0.0 74.8±0.2 77.7±0.1 60.2±0.1 64.0±0.9 94.6±0.4
T5base+ LoRA 85.8±0.0 80.6±0.4 80.9±0.3 80.6±0.5 80.7±0.2 72.8±0.2 74.1±0.3 57.2±0.7 65.2±0.7 92.1±0.8
T5base 89.7±0.1 81.4±0.1 80.9±0.2 81.2±0.1 83.7±0.1 75.9±0.2 79.5±0.1 63.3±0.3 65.2±0.9 95.3±0.3

T5large+ Adap 91.8±0.0 86.2±0.1 85.5±0.3 86.6±0.4 85.4±0.1 80.3±0.3 82.7±0.1 68.2±1.1 66.0±0.1 98.1±0.2
T5large+ LoRA 90.5±0.0 87.5±0.1 87.5±0.3 87.8±0.3 84.2±0.0 79.4±0.1 81.0±0.1 64.7±0.1 66.3±0.5 98.1±0.1
T5large 92.1±0.1 87.3±0.1 86.8±0.2 87.9±0.2 85.5±0.0 81.0±0.2 83.3±0.1 71.6±0.6 67.2±0.3 98.0±0.1

different from prior work of McCoy et al. (2020a).
We also compute the Spearman’s rank correla-

tion coefficient between two dataset pairs for NLI
and MRC in Figures 13a and 13b (appendix), re-
spectively. The heatmaps indicate a strong positive
correlation (ρ ≥ 0.7) between all dataset pairs and
inform us that the relative performance of these
model configurations remains consistent across the
target datasets and domains.

NLI                                    MRC
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25%

50%

75%

100%

M1 > M2 M1 = M2 M1 > M2 M1 = M2

Worse Equal Better

Figure 4: Fraction of cases where one model is significantly
better, worse, or as good as the other on different target
datasets. We consider two scenarios, (i) where one of the
models was already significantly better on the source dataset
(M1 > M2) and (ii) where the models had similar source
performance (M1 = M2).

We further carry out a pair-wise comparison of
model configurations to investigate whether the rel-

ative performance of a model pair on the source
dataset (SNLI and SQuAD for NLI and MRC, re-
spectively) persists across different target datasets.
Simply put, if the performance of a model M1 is
significantly better than M2 on the source dataset,
does the situation remain the same across other tar-
gets? We adopt the non-parametric paired bootstrap
test of Berg-Kirkpatrick et al. (2012) to check for
statistical significance (p-value≤ 0.05) in line with
prior work (Dror et al., 2018). We note that M1

has a similar performance with M2 if we cannot re-
ject the null hypothesis that one has a significantly
higher performance than the other.

Figure 4 illustrates the fraction of cases where
the relative performance of a model architecture
pair is better, worse, or the same on the target
datasets compared to the original source conditions.
We observe that the models retain their relative per-
formance for a majority of cases for both NLI and
MRC, i.e. if M1 is significantly better than M2 on
the base dataset, it will follow a similar trend across
targets and vice versa. The notable exceptions are
the PEFT-tuned versions of T5 model which ex-
hibit significantly higher performance than other
models (such as BERT or OPT variants) on the tar-
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Figure 5: Fraction of times the given architecture configuration or training strategy is statistically better, equal, or worse for the
two tasks of NLI and MRC.

get datasets for NLI despite a significantly worse
performance on the SNLI source dataset. A similar
finding holds for the fully-tuned OPT models that
significantly outperform others (such as BERT and
T5-PEFT variants) on MRC datasets.

3.3 RQ3: Architecture, Scale, and PEFT

Model Architecture: From Tables 1 and 2, we
see that when controlled for the model size (base v
large) and training strategy (full vs PEFT), certain
models almost always perform better than the oth-
ers, e.g., in NLI, the base versions of T5 models
(ED) are better than RoBERTa (EO) models in 7
out of 9 datasets, and RoBERTa is better than OPT
(DO) in 8 out of 9. To formalize this, we compare
the performance of a pair of models from differ-
ent architectures (e.g., T5base vs. OPTlarge) for a
given dataset. Each architecture has instances from
all sizes and training strategies, so we do not have
to control for them explicitly.

We adopt the paired bootstrap test to compute
the fraction of datasets where models correspond-
ing to one family (say EO) are significantly better,
worse, or equal compared to models of another
family (say ED). Overall, we observe (Figure 5a)
that ED models outperform both the EO and DO
significantly on both tasks. On the other hand, mod-
els corresponding to the EO fare better for NLI as
opposed to DO and vice-versa for MRC.

Scale: We compute the fraction of cases where
the large variant of a model architecture is signifi-
cantly better, worse, or equal to the corresponding
base variant for a given dataset and task while con-
trolling for the training strategy. Figure 5b shows
that for both tasks, the large variants of models are
significantly better than their corresponding base
variants in a huge majority of cases. In fact, the
base variant is never significantly better, although
there are a few ties. This performance gain is also

significantly higher in the generalization datasets
compared to the base ones.

Parameter efficient fine-tuning (PEFT): We
also explore whether PEFT models (i.e., Adapters
and LoRA) are more adept at generalization than
the corresponding fully fine-tuned (FT) variants.
For each model pair, we compute the fraction of
cases where the PEFT variant, i.e., Adapter vs. FT
or LoRA vs. FT, was significantly better, equal,
or worse than the corresponding fine-tuned vari-
ant. Figure 5c shows that PEFT models are indeed
significantly worse. Moreover, this poorer perfor-
mance is more pronounced for the LoRA models
than for Adapters, such that adapter models are sig-
nificantly better than LoRA models for both tasks.

3.4 RQ4: Difficult types of generalization

We inspect the absolute generalization perfor-
mance of models on different datasets to inves-
tigate whether certain generalization categories or
dimensions are more challenging than others. We
characterize a dataset to be challenging for a given
model based on the relative drop in performance of
the model on the dataset compared to its’ source
performance (e.g., the performance of a model on
SNLI and SQuAD respectively). We coin this per-
formance difference as normalized source drop or
NSD (Calderon et al., 2023) defined below, where
Ms and Mt correspond to the performance of the
model on the source and the target, respectively.

NSD =
Mt −Ms

Ms

We carry out a two-way ANOVA analysis with
NSD as the dependent variable with the general-
ization category (OOD, robustness, composition-
ality, or in-domain), architecture type (EO, ED, or
DO), scale (large or base), and training strategy
(FT, LoRA, or Adapter) as the independent covari-
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Table 2: Performance of MRC models when trained on the
SQuAD (ID) and evaluated on different datasets. We report
the mean F1 score across three seeds (the stds vary between
0.0 and 3.2). The best model is highlighted in bold, the second-
best is underlined, and the worst is highlighted in red. OOD,
Rob, and Comp imply generalization across domains, robust-
ness, and compositionality, respectively. Adap and LoRA
refers to the adapter and LoRA training strategies.

OOD Rob Comp ID
Model NQA AHQ ASQ MsQ SQ

BERTbase+ Adap 52.7 22.9 45.5 41.1 77.8
BERTbase+ LoRA 12.8 9.7 17.9 12.8 24.7
BERTbase 62.2 34.7 61.8 50.2 87.6

BERTlarge+ Adap 60.1 25.0 64.3 50.2 85.6
BERTlarge+ LoRA 42.2 17.0 46.3 37.0 67.1
BERTlarge 65.2 39.4 72.5 62.2 90.7

RoBERTabase+ Adap 55.0 26.3 63.5 51.5 85.8
RoBERTabase+ LoRA 43.6 22.2 50.2 47.3 78.7
RoBERTabase 63.3 39.0 73.0 61.4 92.0

RoBERTalarge+ Adap 66.8 46.6 82.5 65.5 93.4
RoBERTalarge+ LoRA 54.3 34.8 70.7 57.8 88.7
RoBERTalarge 70.0 51.4 84.1 74.6 94.6

OPTbase+ Adap 48.4 31.0 64.5 40.9 75.2
OPTbase+ LoRA 47.5 25.9 61.8 41.0 71.9
OPTbase 58.9 37.7 78.6 59.0 83.6

OPTlarge+ Adap 55.1 34.7 79.0 47.0 83.5
OPTlarge+ LoRA 57.9 33.5 79.0 45.6 83.3
OPTlarge 62.4 42.0 81.6 68.7 85.9

T5base+ Adap 67.2 37.8 74.2 61.1 90.3
T5base+ LoRA 64.8 33.6 69.8 57.8 87.5
T5base 67.5 38.6 74.8 64.0 90.9

T5large+ Adap 69.7 46.5 82.3 69.9 93.7
T5large+ LoRA 69.5 42.8 79.6 68.4 92.8
T5large 69.9 47.9 84.1 73.6 93.9

ates. We observe a significant association for all
the covariates (p-value≤ 0.05), with the generaliza-
tion category exhibiting the greatest significance,
followed by the architecture type, training strategy,
and scale for MRC. NLI exhibits a similar trend,
with the only difference being that the scale is more
significant than the training strategy.

Considering the in-domain category (i.e., per-
formance on the base dataset) as the baseline, we
observe a negative correlation for all the other gen-
eralization categories. The robustness category is
the most challenging (with a larger negative coef-
ficient), followed by compositionality and OOD
for MRC. For NLI, the robustness category again
incurs the highest negative correlation, followed
by OOD and compositionality. We hypothesize
that the general prowess of models on the PMoNLI
dataset, surpassing even the ID performance, is re-
sponsible for the skewed trend. We also observe
positive coefficients for the larger model variant,
the ED model family, and the fully fine-tuned (FT)
training strategy which is consistent from our past

observations. We present the intercept values of
our analysis in Table 3.

Category NLI MRC

Intercept -0.052 -0.015
Gen-type: Comp -0.132 -0.354
Gen-type: ROB -0.170 -0.388
Gen-type: OOD -0.158 -0.313
Arch-family: ED 0.073 0.023
Arch-family: EO 0.024 -0.047
Fine-tuning: FT 0.023 0.047
Fine-tuning: LoRA -0.00 -0.020
Scale: Large 0.028 0.047

Table 3: Coefficients for the ANOVA analysis for NLI and
MRC.

4 Related Work

Previous work has examined the generalization
ability of NLP models in different scenarios, and
developed strategies for improving their capabil-
ities. Hupkes et al. (2023) provides a categoriza-
tion of generalization types, of which we have dis-
cussed three that cover most datasets, but other
types exist. Cross-task (CT) generalization mea-
sures a model’s ability to generalize to new tasks.
Instruction-tuned LLMs trained on massive crowd-
sourced instruction datasets that contain task de-
scriptions have shown strong CT generalization
(Zhang et al., 2023). Recent LLMs such as GPT-3
(Brown et al., 2020) or LLama2 (Touvron et al.,
2023) are zero-shot cross-task models, but possi-
ble data contamination raises concerns about their
true generalization abilities (Li and Flanigan, 2024).
Syntactic generalization involves generalization to
new syntactic structures or unknown elements in
known syntactic structures (Jumelet et al., 2021).

Among the categories of generalization we have
considered, Ramponi and Plank (2020); Naik et al.
(2022) presents a survey of neural models for do-
main generalization. For robustness generalization,
many papers have proposed adversarial attacks to
perturb the input to fool the model. These attacks
can be white-box (Ebrahimi et al., 2018), i.e., the
attacker has access to the model parameters or not
(black-box (Jin et al., 2020), see Goyal et al. (2023)
for a survey). However, not all of these attacks
produce meaningful sentences, and more impor-
tantly, they do not test for a model’s propensity to-
ward shortcut learning (Geirhos et al., 2020), which
our datasets do. Compositional generalization has
been studied in machine translation (Dankers et al.,
2022), semantic parsing (Kim and Linzen, 2020),
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and question answering over databases (Keysers
et al., 2020). However, there hasn’t been a system-
atic attempt to create new datasets by composing
existing datasets with exceptions such as MusiQue
(MRC) and SETI (Fu and Frank, 2023) (NLI).

Common strategies for improving a model’s do-
main adaptation ability include: a) gradual fine-
tuning with a mixture of data from different do-
mains (Xu et al., 2021) – an approach motivated
by curriculum learning, and b) domain adversarial
training (Wright and Augenstein, 2020). To im-
prove robustness generalization, researchers have
trained on augmented data (Li et al., 2019), added
a regularizer in the loss function (Goodfellow et al.,
2015), and used a generator-discriminator setup
(Kang et al., 2018). Neuro-symbolic methods
(Gupta et al., 2020) and meta-learning (Lake, 2019)
have been traditionally used to improve composi-
tional generalization, and newer methods include
better prompting strategies for in-context learning
(Press et al., 2023). In contrast to previous work,
our goal is not to provide a better algorithm/model
for generalization but to examine existing models
across different axes.

5 Conclusion & Future Work

We present a systematic study on the multi-
dimensional (domain, robustness, and composi-
tional) generalization abilities of common models
used in NLP. Our main conclusions are: 1. Gen-
eralizability is a model instance characteristic and
not generalization type-dependent – an instance
typically does not generalize well in one dimension
and poorly in others. 2. It is well correlated with
model size, and certain architectures and training
strategies generalize better than others. 3. Certain
dimensions of generalization is harder to achieve
compared to the others. We hope to inspire future
work that looks further into the multi-dimensional
aspect of generalizability and tries to understand
why certain models generalize better than others.

Limitations

The conclusions of this study are dependent on the
base datasets, models, and training methods used.
There are many potential choices for these aspects,
and while both the appropriateness and popularity
inform our selections of the datasets or algorithms,
we admit the conclusions might differ if we use al-
ternatives. More base datasets and/or models would
certainly improve the robustness of the conclusions,

but these would exponentially increase the scale
of the study. Other potential directions include
investigating the amount of data needed for gener-
alization, i.e., few-shot models, and cross-lingual
generalization, but both are beyond the scope of
the study. We have made empirical observations
about generalization but have not investigated the
theoretical reasons behind it. While that is beyond
the scope of the study, we recognize this limitation.

Ethical Concerns

In this work, we train 72 models on the two datasets
and further evaluate them on 15 datasets, which suf-
fer from a combinatorial problem in terms of the
necessary computing infrastructure. Our work con-
sumed roughly two-thirds a month of GPU time (≈
500 hours). Combined with the size of the models,
this limits the accessibility of this vein of research,
especially if we were to expand to other datasets,
model architectures, and few-shot training scenar-
ios. More effort in understanding how to narrow
down the choice of datasets before studying trans-
fer would go a long way towards alleviating this
issue. While we find that models generalize well
across different scenarios, this should not be taken
as an indication of their deployment eligibility in
real-life scenarios. These models have not been
tested for their propensity to generate toxic, biased,
and offensive content.
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Premise: The little boy in jean shorts kicks the soccer
ball.
Hypothesis: A little boy is playing soccer outside.
Label: Neutral

Premise: The little boy in jean shorts kicks the soccer
ball in the house.
Hypothesis: A little boy is playing soccer outside.
Label: Contradiction

Figure 6: A sample instance for robustness in NLI from
SNLI-CF. The addition (in red) causes the label to change.

Premise: An Asian woman cutting the stems of a green
leafy cabbage at a market.
Hypothesis: An Asian woman cutting the stems of a
green leafy vegetable at a market.
Label: Entailment

Figure 7: A sample instance for compositionality in NLI. The
label is entailment because every cabbage is a vegetable. Both
“cabbage” and “vegetable” tokens appear in SNLI, but not
in the same instance – this is a composed instance of these
“constituents”.

Premise: They’re made from a secret recipe handed
down to the present-day villagers by their Mallorcan
ancestors, who came here in the early 17th century as
part of an official repopulation scheme.
Hypothesis: The recipe passed down from Mallorcan
ancestors is known to everyone.
Label: Contradiction

Figure 8: A sample instance for testing domain generalization
in NLI from MNLI-matched.

Appendix

Datasets, models, hyperparameters, and
training
We use publicly available datasets and modify them
as needed. We present the dataset details in Table
4. Some instances are shown in Figures 6 to 11.

See Table 5 for the number of parameters in the
used models.

For fully-tuned models, we use the Hug-
gingFace Transformers library 5. For EO
models, we tokenize both NLI and MRC in-
stances as pairs. For ED and DO models,
we concatenate the premise and hypothesis as
premise: <> hypothesis: <> for NLI
instances. Similarly, for MRC instances, we con-
catenate the question and context as question:
<> context: <>.

5https://github.com/huggingface/
transformers

Context: Peyton Manning became the first quarterback
ever to lead two different teams to multiple Super Bowls.
He is also the oldest quarterback ever to play in a Super
Bowl at age 39. The past record was held by John Elway,
who led the Broncos to victory in Super Bowl XXXIII
at age 38 and is currently Denver’s Executive Vice Presi-
dent of Football Operations and General Manager.
Question: What is the name of the quarterback who was
38 in Super Bowl XXXIII?
Answer: John Elway

Context: Peyton Manning became the first quarterback
ever to lead two different teams to multiple Super Bowls.
He is also the oldest quarterback ever to play in a Su-
per Bowl at age 39. The past record was held by John
Elway, who led the Broncos to victory in Super Bowl
XXXIII at age 38 and is currently Denver’s Executive
Vice President of Football Operations and General Man-
ager. Quarterback Jeff Dean had jersey number 37

in Champ Bowl XXXIV.
Question: What is the name of the quarterback who was
38 in Super Bowl XXXIII?
Answer: John Elway

Figure 9: A sample instance for testing robustness generaliza-
tion in MRC (Adv-SQuAD). Models are often fooled by the
addition (red) and predict a different answer.

Context: One of Africa’s brightest young writers, 31-
year-old Chimamanda Adichie has already been recog-
nised for her talent; her debut novel was shortlisted for
the Orange Fiction Prize in 2004. The Nigerian novelist
talks to CNN about her craft, her country and identity.
Question: What award has the novelist been nominated
for?
Answer: Orange Fiction Prize

Figure 10: A sample instance for testing domain generaliza-
tion in MRC (NewsQA)

For LoRA models, we use the implementation
from the HuggingFace PEFT library 6. The hyper-
parameters are:

• r = 16

• α = 32

• dropout = 0.05

• bias = None.

For Bottleneck adapters, we use the implemen-
tation from the adapters library in Adapter-hub 7

for all models except the OPT ones. The hyper-
parameters are:

• reduction_factor = 16

6https://github.com/huggingface/peft
7https://github.com/adapter-hub/

adapters
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Table 4: Details of the dataset used. We provide HuggingFace datasets public uris when available. For the datasets we
created/modified, we provide a local copy.

dataset name hf datasets link split size

SNLI snli train, validation, test train: 550152, validation: 1000, test: 10000
MNLI-matched multi_nli validation_matched 9815
MNLI-mismatched multi_nli validation_mismatched 9832
HANS hans validation 30000
SNLI-CF local test 2000
SNLI-BT local test 18044
SNLI-H au123/snli-hard test 3261
CONJNLI local dev 624
TaxiNLI local dev 7728

SQuAD rajpurkar/squad train, validation train: 87285, validation: 10485
Adv-SQuAD local validation footnote 3560
NewsQA local validation 1070
Adv-HotpotQA local validation 2828
MusiQue local validation 868

Context: During his bid to be elected president in 2004, Kerry frequently criticized President George W. Bush for the Iraq
War. While Kerry had initially voted in support of authorizing President Bush to use force in dealing with Saddam Hussein,
he voted against an $87 billion supplemental appropriations bill to pay for the subsequent war. His statement on March
16, 2004, “I actually did vote for the $87 billion before I voted against it,” helped the Bush campaign to paint him as a
flip-flopper and has been cited as contributing to Kerry’s defeat.
Question: Why did Kerry criticize Bush during the 2004 campaign?
Answer: for the Iraq War

Context: In the lead up to the Iraq War, Kerry said on October 9, 2002; “I will be voting to give the President of the United
States the authority to use force, if necessary, to disarm Saddam Hussein because I believe that a deadly arsenal of weapons
of mass destruction in his hands is a real and grave threat to our security.” Bush relied on that resolution in ordering the
2003 invasion of Iraq. Kerry also gave a January 23, 2003 speech to Georgetown University saying “Without question, we
need to disarm Saddam Hussein. He is a brutal, murderous dictator; leading an oppressive regime he presents a particularly
grievous threat because he is so consistently prone to miscalculation. So the threat of Saddam Hussein with weapons of
mass destruction is real.” Kerry did, however, warn that the administration should exhaust its diplomatic avenues before
launching war: “Mr. President, do not rush to war, take the time to build the coalition, because itś not winning the war
that’s hard, it’s winning the peace that’s hard.”
Question: When did Bush declare the Iraq War?
Answer: 2003

Context: During his bid to be elected president in 2004, Kerry frequently criticized President George W. Bush for the Iraq
War. While Kerry had initially voted in support of authorizing President Bush to use force in dealing with Saddam Hussein,
he voted against an $87 billion supplemental appropriations bill to pay for the subsequent war. His statement on March
16, 2004, “I actually did vote for the $87 billion before I voted against it,” helped the Bush campaign to paint him as a
flip-flopper and has been cited as contributing to Kerryś defeat. In the lead up to the Iraq War, Kerry said on October 9,
2002; “I will be voting to give the President of the United States the authority to use force, if necessary, to disarm Saddam
Hussein because I believe that a deadly arsenal of weapons of mass destruction in his hands is a real and grave threat to
our security.” Bush relied on that resolution in ordering the 2003 invasion of Iraq. Kerry also gave a January 23, 2003
speech to Georgetown University saying “Without question, we need to disarm Saddam Hussein. He is a brutal, murderous
dictator; leading an oppressive regime he presents a particularly grievous threat because he is so consistently prone to
miscalculation. So the threat of Saddam Hussein with weapons of mass destruction is real.” Kerry did, however, warn that
the administration should exhaust its diplomatic avenues before launching war: “Mr. President, do not rush to war, take the
time to build the coalition, because it’s not winning the war that’s hard, it’s winning the peace that’s hard.”
Question: When did Bush declare the war causing Kerry to criticize him during the 2004 campaign?
Answer: 2003

Figure 11: A sample instance for testing compositionality in MRC (MusiQue) – The last question is a composition of the two
questions above.
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Table 5: Number of parameters in the used models.

model name #params
base large

BERT 110M 345M
RoBERTa 110M 345M
OPT 350M 1.3B
T5 220M 770M

• non_linearity = relu

We do not use residual connections. For the OPT
ones we implemented our own following (Hu et al.,
2023). The hyper-parameters are kept the same.

We use the HuggingFace Transformers library
for training the models, and the hyper-parameters
are as follows:

• Number of epochs: 3

• learning rate: 2e-5

• weight decay: 0.01

Results
Spearman’s rank correlation coefficient between
two dataset pairs for NLI and MRC –Figures 13a
and 13b.
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(f) MRC Datasets: Kendall’s τ

Figure 12: Correlation between the source and the target datasets for NLI and MRC on a per-instance basis for different kinds of
correlation.
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(b) MRC Datasets: Spearman’s ρ
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(c) NLI Datasets: Pearson’s r
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(d) MRC Datasets: Pearson’s r
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(e) NLI Datasets: Kendall’s τ
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(f) MRC Datasets: Kendall’s τ

Figure 13: Correlation between the source and the target datasets for NLI and MRC on a per-architecture basis for different
kinds of correlation.
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