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Abstract

Emotion recognition in text is a complex and
evolving field that has garnered considerable
interest. This paper addresses the pressing
need to explore and experiment with new cor-
pora annotated with emotions. We identified
several corpora presented since 2018. We re-
stricted this study to English single-labeled
data. Nevertheless, the datasets vary in source,
domain, topic, emotion types, and distribu-
tions. As a basis for benchmarking, we con-
ducted emotion detection experiments by fine-
tuning a pretrained model and compared our
outcomes with results from the original pub-
lications. More importantly, in our efforts to
combine existing resources, we created a uni-
fied corpus from these diverse datasets and
evaluated the impact of training on that cor-
pus versus on the training set for each cor-
pus. Our approach aims to streamline re-
search by offering a unified platform for emo-
tion detection to aid comparisons and bench-
marking, addressing a significant gap in the
current landscape. Additionally, we present a
discussion of related practices and challenges.
Our code and dataset information are avail-
able at https://github.com/a-koufakou/
EmoDetect-Unify. We hope this will enable
the NLP community to leverage this unified
framework towards a new benchmark in emo-
tion detection.

1 Introduction

Detecting emotions in language, such as anger,
joy, or sadness, is a powerful application of Nat-
ural Language Processing (NLP) with significant
interest, especially in recent years (Mohammad
et al., 2018; Oberländer and Klinger, 2018; Dem-
szky et al., 2020; Lamprinidis et al., 2021; Plaza-
del Arco et al., 2024). Emotion detection is some-
times confused with Sentiment Analysis, a much
simpler task that focuses on detecting polarity of
sentiments or opinions (Mohammad, 2022). Auto-

mated emotion detection is considerably more nu-
anced and complex due to the subjective and intri-
cate nature of emotions.

NLP-based emotion detection uses datasets an-
notated with emotions. There is great variability
in emotion annotation, including differences in an-
notation levels (e.g., basic vs. detailed) and label-
ing schemes (e.g., single vs. multi-label). An even
more important challenge is which emotions to use
in order to annotate data. Various emotion tax-
onomies or theories have been presented. Ekman
(1992) provided 6 basic emotions: anger, disgust,
fear, joy, sadness, surprise. Plutchik (1984) pro-
posed a wheel of 8 emotions, adding trust and an-
ticipation to Ekman’s, also presenting dyads (feel-
ings composed of two emotions). Shaver et al.
(1987) identified 6 basic emotions: love, joy, anger,
fear, sadness, surprise, on which they also pro-
vided secondary and tertiary levels in a tree-like
structure, later refined in Parrott (2001). The
Appraisal theory (Scherer, 1999; Lazarus, 1991)
linked emotions to a persons interpretation of a
situation or event. Recently, Cowen and Keltner
(2017) identified 27 distinct categories based on
videos, facial expressions etc., revised by Dem-
szky et al. (2020) for text-based emotion recog-
nition. Despite the variety of theories available,
many efforts have concentrated on single-labeled
corpora with a limited set of basic emotions such
as Ekman (Plaza-del Arco et al., 2024), likely be-
cause these are typically easier for NLP models
to handle. Nevertheless, the presence of multiple
theories allows different approaches to emotion an-
notation, making it complicated to unify different
datasets for comparisons and benchmarking.

In recent years, numerous emotion-annotated
corpora have been introduced from diverse sources
and domains, such as social media posts given
specific tags or essays on specific topics. Any
such available corpora are found in separate repos-
itories and articles, making it challenging for re-
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searchers to be aware of all available resources in
order to fully investigate their use. It is noteworthy
that a few corpora are well-known, e.g., GoEmo-
tions (Demszky et al., 2020) or TweetEval (Barbi-
eri et al., 2020) with more than 700 citations each,
in contrast to others such as Github-love (Imran
et al., 2022) with around 20 citations.1

As a result, many studies have relied on a sub-
set of available resources, and there has been
limited work towards benchmarking. The work
by Oberländer and Klinger (2018) stands out:
they analyzed and aggregated 14 popular emotion-
annotated corpora into a unified framework, in
2018. They used their unified corpus for bench-
mark results with in-corpus and cross-corpus ex-
periments. The unified framework available on-
line2 facilitated comparisons of the different cor-
pora. Recent surveys (Alswaidan and Menai,
2020; Acheampong et al., 2020; Nandwani and
Verma, 2021; Deng and Ren, 2023; Kusal et al.,
2023) do not cover many of the corpora we present
in this paper. Very recently, an excellent recent pa-
per by Plaza-del Arco et al. (2024) reviewed over
150 ACL papers (2014-2022), and offered a de-
tailed overview of practices, gaps, and guidelines
for emotion analysis in text. Still, their paper did
not provide a unified framework or experimenta-
tion results.

To address this gap, our paper introduces a uni-
fying framework of text corpora annotated with
emotions, as presented in the literature since 2018.
We chose 2018 because: (a) it was the most recent
year when a unifying framework was presented
(Oberländer and Klinger, 2018), and (b) it marked
a notable increase in the number of related stud-
ies (Plaza-del Arco et al., 2024). Specifically, we
identified 11 publicly available emotion-annotated
text corpora: we focused our experimentation to
English and single-labeled data.3 While this may
seem limited, it serves as a good representation
for a significant portion of existing datasets in this
area (Plaza-del Arco et al., 2024). More impor-
tantly, our primary aim is to explore how to unify
(combine) various datasets annotated with differ-
ent emotions into a single framework, which is not
as straightforward.

We conducted classification experiments with

1Per Google scholar, last checked Aug. 2024.
2https://github.com/sarnthil/

unify-emotion-datasets
3Our work uses GoEmotions, which is multi-labeled. We

transformed it into single-labeled for this study.

these datasets, while comparing our results with
the results reported in the original articles. Based
on these corpora, we introduce a unified corpus
built by mapping original emotions in the corpora
to a common set of emotions. Finally, we present
baseline benchmarking results for emotion classi-
fication with our unified corpus. The ultimate goal
is to aid researchers in the field of text-based emo-
tion recognition by providing a unified resource
built on a comprehensive set of recent data, which
they can access in one repository. Our secondary
goal is to furnish a classification baseline bench-
mark with valuable insights they can use while
conducting their own experiments.

The following sections provide descriptions of
the corpora (Section 2), details of the unified cor-
pus we created (Section 3), results of our emotion
classification experiments (Section 4), and a dis-
cussion of findings and observations (Section 5),
followed by our concluding remarks and future re-
search directions (Section 6).

2 Corpora

Table 1 summarizes the corpora used in this paper.
Table 2 shows which emotions are represented in
each corpus. In the following, we provide a brief
description of each dataset. We then provide an
overview of the datasets and their characteristics.
We renamed certain datasets due to unclear or long
names.

CARER Saravia et al. (2018) collected tweets
with a set of hashtags they constructed, e.g. #de-
pressed, #grief for sadness, or #fear, #worried for
fear. These hashtags were used to annotate the
data (distant supervision). The dataset posted on
Hugging Face is labeled with Shaver, and it is a
variant of the dataset presented in the article.

Covid-worry This dataset contains survey re-
sponses collected in UK over 2020-22, start-
ing with the first COVID-19 lockdown (Klein-
berg et al., 2020). Participants wrote short and
long texts, along with demographic data and self-
ratings for several emotions. They also chose
one emotion among anger, anxiety, disgust, desire,
fear, happiness, relaxation, sadness. In 2023, the
authors presented a 3-year dataset (van der Vegt
and Kleinberg, 2023).

EmoEvent Plaza-del-Arco et al. (2020) col-
lected tweets related to events in 2019, and then
followed certain steps to select a subset of affec-
tive tweets. The resulting tweets in English and
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dataset source # emotions size reference avail.
CARER tweets 6 417* (Saravia et al., 2018) HG
Covid-worry essays 8 5.2 (van der Vegt and Kleinberg, 2023) G,O
EmoEvent tweets 6+1 7.3 (Plaza-del-Arco et al., 2020) G
enISEAR self-written 8 1 (Troiano et al., 2019) O
Github-love github 6 1.7 (Imran et al., 2022) HG
GoEmotions reddit 27+1, 6+1 58* (Demszky et al., 2020) G
GoodNews headlines 15+1 5 (Oberländer et al., 2020) Uni
StackOv-GS stack overflow 6 4.8 (Novielli et al., 2018) G
TweetEval tweets 4 5 (Barbieri et al., 2020) G
Universal Joy facebook 5 284* (Lamprinidis et al., 2021) G
WASSA-21 essays 6+1 2.6 (Tafreshi et al., 2021) Cd, Rq

Table 1: Summary of datasets used in this paper. Size in thousands (rounded to the closest hundred; if corpus has
multiple languages, it refers to English; * denotes that we used a smaller sample of this dataset for our experiments).
‘+1’ in ‘# emotions’ column denotes additional class for neutral/no emotion/other(s). ‘avail.’ is data availability:
Cd=Codalab, G=Github, HG=Hugging Face, Kg=Kaggle, O=Other, Rq=By Request (the URLs are provided in
our online repository).

in Spanish were annotated by Amazon MTurkers
using Ekman plus other.

enISEAR Troiano et al. (2019) provided Ger-
man (deISEAR) and English (enISEAR) corpora,
using a framework similar to earlier ISEAR (Inter-
national Survey on Emotion Antecedents and Re-
actions) (Scherer and Wallbott, 1994). A question-
naire instructed annotators (by crowdsourcing) to
give a description of an event for which they felt
a particular emotion. Each record was annotated
with Ekman plus guilt and shame.

Github-love Imran et al. (2022) collected
GitHub comments on pull requests/issues for pop-
ular repositories, annotated by the authors using
Shaver. Besides these basic emotions, they also
used detailed levels of emotions (Shaver et al.,
1987), where they added some of the emotions pre-
sented by Demszky et al. (2020), e.g. approval or
confusion. Note that the dataset available online
has basic emotion labels, not the detailed levels in
the paper.

GoEmotions Demszky et al. (2020) collected
Reddit comments with crowdsourced annotations
for 27 emotions or neutral, revised from Cowen
and Keltner (2017). They also provided an Ek-
man mapping from their detailed emotions. This
dataset is multi-labeled and we transformed it into
single-labeled for the purposes of this study (see
Section 3 for details).

GoodNews Oberländer et al. (2020) collected
English news headlines and annotated them via
crowdsourcing (named GoodNewsEveryone in the
original article). Annotations were provided for

emotions (extended Plutchik) and their intensity,
as well as semantic roles (such as experiencer or
cause), and reader interpretation of the headline.

StackOv-GS Novielli et al. (2018) collected
Stack Overflow questions, answers and comments
for the ‘StackOverflow Gold Standard’. They
were annotated by volunteers with Shaver.

TweetEval Barbieri et al. (2020) created a
unified twitter dataset with seven heterogeneous
Twitter-specific classification tasks. Among those,
they included Affect in Tweets (Mohammad et al.,
2018) only keeping single-label records and drop-
ping rare emotions. This resulted in records la-
beled with anger, joy, optimism, sadness.

Universal Joy Lamprinidis et al. (2021) pre-
sented a dataset with anonymized public Facebook
posts that were originally collected in 2014 in 18
languages. The authors labeled the records with
anger, anticipation, fear, joy, sadness.

WASSA-21 This dataset was part of a shared
task in the 11th Workshop on Computational Ap-
proaches to Subjectivity, Sentiment & Social De-
tection and Emotion Classification (WASSA), sum-
marized by Tafreshi et al. (2021). It contains es-
says written to express the authors empathy and
distress in reaction to news articles related to harm.
The emotion labels (Ekman) were first predicted
by Neural Networks and then post-annotated by
crowdsourcing workers and a PhD student.

Overview Out of the 11 datasets in Table 1,
5 came from social media (X/Twitter, Facebook,
Reddit), 2 came from software-related websites
(GitHub and Stack Overflow), 1 was with news
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dataset annotation A Ant D F J Ne Sa Su T other emotions
CARER Shaver ✓ – – ✓ ✓ – ✓ ✓ – love

Covid-worry Other ✓ – ✓ ✓ ✓ – ✓ – – anxiety, desire, relaxation

EmoEvent E+Ne ✓ – ✓ ✓ ✓ ✓ ✓ ✓ –
enISEAR Ext. E ✓ – ✓ ✓ ✓ – ✓ – – shame, guilt

Github-love Shaver ✓ – – ✓ ✓ – ✓ ✓ – love

GoEmotions E+Ne, ✓ – ✓ ✓ ✓ ✓ ✓ ✓ – 27 fine-grained emotions

Revised CK
GoodNews Ext. P ✓ ✓ ✓ ✓ ✓ - ✓ ✓ ✓ annoyance, guilt, love,

pride, shame

StackOv-GS Shaver ✓ – – ✓ ✓ - ✓ ✓ – love

Tweeteval Other ✓ – – – ✓ – ✓ – – optimism

Universal Joy Mod. P ✓ ✓ – ✓ ✓ – ✓ – –
WASSA-21 E+Ne ✓ – ✓ ✓ ✓ ✓ ✓ ✓ –

Total 11 2 6 10 11 3 11 7 1

Table 2: The emotions in each corpus. E=Ekman, P=Plutchik, and CK=Cowen & Keltner; Mod.=modified,
Ext.=extended. “–” means the emotion is not in that corpus. Emotions: A-Anger, Ant-Anticipation, D-Disgust,
F-Fear, J-Joy, Ne-Neutral or no emotion or other, Sa-Sadness, Su-Surprise, and T-Trust.

headlines, and 3 were self-reported (for exam-
ple, self-written responses to questions and self-
ratings of emotions in Covid-worry). The data that
were based on online posts or comments were usu-
ally annotated by humans (volunteers, experts or
crowdsourcing workers), though CARER used the
hashtags as noisy labels. The self-reported var-
ied: in Covid-worry, essays were written by sur-
vey participants related to their current situation,
while in enISEAR the statements were written by
crowdsourcing workers: they were given an emo-
tion, and were asked to describe a related event.

As far as size, most corpora are small; the two
smallest are enISEAR and Github-love. There are
3 larger datasets: CARER and Universal Joy (hun-
dreds of thousands) and GoEmotions (about 58K).
Finally, all corpora follow basic emotion annota-
tion, except GoEmotions and GoodNews.

Based on Table 2, we observed that all or most
corpora contain anger, fear, joy, and sadness; fre-
quently represented emotions are disgust and sur-
prise; love is represented in fewer than half of the
corpora; the anticipation and trust emotions fol-
lowed by neutral, no emotion, other are the least
represented in the data.

Finally, the distribution of emotions varies
across the corpora. Some corpora exhibit a range
of dominant emotions versus very low representa-
tion of certain emotions. For instance, CARER is
primarily dominated by joy, followed by sadness,
and it has a very low sample of surprise. Uni-
versal Joy is heavily dominated with anticipation

and then joy, while low on anger and fear. Covid-
worry is led by anxiety and fear, with joy trailing
behind, and it has a very low number of records
with disgust or anger. StackOV-GS is led by love,
followed by anger. EmoEvent is predominantly
neutral (‘other’), followed by joy. Both Emo-
Event and StackOV-GS are very low in fear and
surprise. Finally, disgust has very low representa-
tion in most datasets. As an exception, enISEAR
is balanced as crowdsourcing workers were asked
to write a certain number of statements for each of
the emotions.

3 Creating a Unified Corpus

First, for any corpus we downloaded, we spent
effort reading instructions and exploring file for-
mats, features, labeling schemes, etc. For exam-
ple, some data had integers as labels, which we
had to map to emotions per author instructions;
some data came with many features so we had to
extract text/labels. Many sets were well-organized
and documented, with a couple of exceptions that
were harder to understand and transform. In short,
we spent significant effort to integrate diverse cor-
pora into the unified corpus with the goal to save
other researchers time and effort.

Based on the emotions in Table 2 and previous
work (Oberländer and Klinger, 2018; Demszky
et al., 2020), we defined a scheme roughly follow-
ing Plutchik and Shaver as our common emotion
label set. Specifically, we used anger, anticipation,
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unified original
anger anger, annoyance, annoyed,

shame
anticipation anticipation, neg. or pos.

anticipation
disgust disgust
fear fear, anxiety
joy joy, happiness, happy, desire,

optimism, optimistic, pride,
relaxation

love love, love incl. like
neutral neutral, none, noemo, other
sadness sadness, sad, guilt
surprise surprise, neg. surprise,

pos. surprise
trust trust

Table 3: The mapping we followed for mapping origi-
nal labels to unified labels. We roughly follow the mod-
els by Plutchik (1984) and Shaver et al. (1987).

disgust, fear, joy, love, sadness, surprise, trust, and
neutral; we kept neutral due to its relatively good
representation in certain corpora (e.g., it was about
33% of the records in GoEmotion).

We mapped original emotions from the data to
the emotions in the common set as shown in Table
3. We decided on the mappings based on previous
literature, and by observing sample records from
each corpus. For example, Oberländer and Klinger
(2018) used a very similar set: their list had the
same emotions as ours except they included confu-
sion and not love. Also, Demszky et al. (2020)
mapped annoyance to anger and optimism and
pride to joy. For GoEmotions (a multi-labeled cor-
pus with detailed emotions), we kept only records
with a single label or if the multiple labels mapped
to the same label in our common set of emotions
(note that the creators provided Ekman mappings
of their detailed labels). This resulted in a dataset
with 43,975 records. For Covid-worry, we com-
bined all surveys from 3 years. Finally, due to our
resources, we downsampled CARER and Univer-
sal Joy to a more manageable size for our experi-
ments, keeping emotion distribution the same as in
the original corpora. As a result, in our experiment
there were 62,522 records for CARER, and 84,695
for Universal Joy (about 30% of the original size).

3.1 Unified Corpus Properties

Our unified corpus addresses the following proper-
ties important for generalization testing as shown

by Hupkes et al. (2023). In all the points below
we refer the reader to the dataset descriptions in
the earlier sections and Tables 1 and 2.

Platform Shift: The datasets that were collected
from online sources were sourced from differ-
ent platforms: Twitter, Reddit, Facebook, Github,
StackOverflow.

Language Shift: Even though most datasets
came from social media or online forums, there
were also datasets that contain self-written state-
ments or news headlines.

Topic Shift: The datasets were collected for
different reasons and topics, for example, Covid-
19 (Covid-worry), events (EmoEvent), or software
(code) questions and comments (StackOv-GS).

Emotion Shift: The emotions represented in
each corpus as well as their distributions vary,
for example some corpora are heavily dominated
by positive emotions (CARER or Universal Joy),
while others by negative emotions (Covid-worry
or WASSA-21).

4 Experiments and Results

4.1 Experimental Setup

We used Google colab4 to run all our experiments.
For our classification experiments, we selected to
use distilroberta-base:5 it is a distilled ver-
sion of RoBERTa (Robustly optimized BERT ap-
proach) (Liu et al., 2019), with 6 layers, 768
dimension and 12 heads, resulting in a total of
82M parameters (compared to 125M parameters
for RoBERTa-base). We fine-tuned the model for
2 Epochs, with learning rate of 1e−5, maxlen of
256 and batch of 8, based on early trials. If the
corpus came with a train/test set (e.g., WASSA-
21), we used those sets, otherwise we used an 80-
20 stratified split. We repeated each experiment 5
times and reported the average f1-score. In total,
we performed 110 experiments, either fine-tuning
the model on each single corpus (5 runs × 11 cor-
pora = 55 total experiments, see results in Section
4.2 and 4.3), or fine-tuning on the Unified train
set (also 55 total, see results in Section 4.4). We
also performed some additional cross-corpus ex-
periments as examples (see Section 4.5).

4https://colab.research.google.com/
5https://huggingface.co/distilroberta-base
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Corpus Ours Previous work (OA = Original Article)
CARER 91% OA used larger and/or different version of the corpus, different models:

max f1-macro 79%.
Covid-worry 46% No previous work used combined data from all 3 surveys.
EmoEvent 34% OA used SVM with 32% f1-macro.
enISEAR 48% OA used MaxEnt with 47% f1-micro.
Github-love 44% OA used various models (non-transformers) with max f1-macro of 44%.
GoEmotions 65% OA used BERT-base with 64% f1-macro on their Ekman taxonomy

version, 46% on data with their own taxonomy.
GoodNews 26% We could not find previous results for emotion detection.
StackOv-GS 44% We could not find previous results for emotion detection.
TweetEval 80% OA used RoBERTa-base with 76% f1-macro.
Universal joy 63% OA had multiple-sized data, ours is downsampled. Their mBERT results

showed 46-63% f1-macro.
WASSA-21 31% Results for shared task in OA ranged in 31-55%. Top ranking teams used

ensembles/augmented with GoEmotions.

Table 4: A comparison of our f1-macro results for each corpus in our benchmark versus existing results from the
original literature on their datasets. See Table 1 for references (Original Article) related to each corpus.

4.2 Overall Performance and Comparison
with Previous Work

We first show our f1 macro-averaged over all emo-
tions for each corpus versus the results for each
specific corpus as shown in the related literature.
The reader should keep in mind that there were
differences between some of the datasets we used
in this work versus the ones in previous work
in the literature: for example, we downsampled
very large datasets such as CARER, and we com-
bined 3 surveys in Covid-worry (the same survey
was given in 3 consecutive years, see section 2).
Also, the experimental setup (such as train-test
split or the (hyper-)parameters of a model) in ex-
isting work usually varies from our work. Nev-
ertheless, we understand that such a comparison
might be beneficial to show a ‘bigger’ picture for
the reader. Therefore, we provide comparative re-
sults in Table 4. Finally, even though we concen-
trated on original work that presented the datasets,
if that work did not have emotion detection results,
we also looked in the recent literature. For exam-
ple, we previously applied RoBERTa-based on the
first survey from Covid-worry resulting in 49% f1-
macro (Koufakou et al., 2022), but, to our knowl-
edge, no previous work has used all 3 surveys.

Overall, CARER had the best performance
(91% f1-macro), followed by TweetEval (80%
f1-macro), Universal Joy and GoEmotions (f1-
macros in the 60’s). The rest of the datasets had f1-
macro values ranging from high 40’s to low 30’s.

Our baseline’s f1-macros are largely similar to pre-
vious literature results. In certain cases, our re-
sults are lower than the literature, e.g. for WASSA-
21: the top ranking teams in that shared task aug-
mented the train set with GoEmotions, and usu-
ally also employed ensembles of models. In other
cases, our f1-macros are higher, e.g. for CARER:
they used a different version of their dataset in
their article as opposed to the one publicly shared.

4.3 Results per Emotion
Figure 1a depicts the f1-score per emotion for each
corpus as a heatmap. Per emotion, CARER had
the best f1-score, except for the emotions it did
not contain (disgust and neutral): GoEmotion had
the best f1-score for those.

Looking at specific emotions, the hardest emo-
tions to detect were disgust, fear, surprise, and
trust, depending on the dataset. First, as also ob-
served by Oberländer and Klinger (2018), emo-
tions with low frequency were harder to detect. As
an example, in Covid-worry, disgust had the low-
est frequency by far. When we inspected a result-
ing confusion matrix, disgust was mostly confused
with anger and fear. In other sets, rarest emotions
were mispredicted completely: disgust and neutral
in WASSA-21, fear and surprise in StackOv-GS
and in EmoEvent. Several of these corpora are
imbalanced and have been shown to benefit from
techniques such as data augmentation. The win-
ner in WASSA-21 showed that augmenting their
training with GoEmotions improved classification
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(a) Own train set

(b) Unified train set

Figure 1: Heatmaps with f1-score per emotion (x-axis) for each corpus (y-axis) with fine-tuning either (a) using
the train set of the corpus or (b) using the Unified train set. Empty cell: dataset does not contain that emotion.

(Mundra et al., 2021). In that vein, we show the
results of fine-tuning the model with the Unified
train set in section 4.4, and a few cross-corpus ex-
periments in Section 4.5.

Besides imbalanced distribution, annotation of
the emotions plays a role. For example, Plaza-
del-Arco et al. (2020) observed that annotators for
EmoEvent had trouble with fear, disgust and sur-
prise, and distinguishing between anger and dis-
gust (complementary emotions). In Github-love,
joy was mispredicted many times as love. We ex-
amined random comments and found that some
were so similar that a human would struggle to
distinguish between them: e.g., “This will answer
your question: Good luck!" (love) and “excellent,
good luck!" (joy).

4.4 Results from Fine-Tuning on the Unified
Train Set

First, we created a ‘Unified train’ set from merging
all train sets from all unified corpora: this was af-
ter each corpus had been transformed to the same
format and our common label set. This results in
a train set of about 180.6K records. We observed
that the Unified train set is heavily skewed towards
joy (about 34%), then sadness and anticipation
(about 16% each). These emotions are heavily rep-
resented in the larger sets (CARER, Universal Joy,
then GoEmotions). For the experiments in this
Section, we fine-tuned the model on that Unified
train set and predicted the labels of the test set
from each corpus. The overall results (f1-macro)
from fine-tuning the model on this Unified train
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corpus own unified ∆

CARER 91% 91% 0%
Covid-worry 46% 46% 0%
EmoEvent 34% 44% 10%
enIsear 48% 67% 19%
Github-love 44% 56% 12%
GoEmotion 65% 64% -1%
GoodNews 22% 31% 9%
StackOv-GS 44% 62% 18%
TweetEval 80% 80% 0%
Universal Joy 64% 63% -1%
WASSA-21 31% 44% 13%

Table 5: f1-macro after fine-tuning the model on its
own train set versus on the Unified train set, followed
by the difference (∆). Both were tested on the same
test set. Bold: improvement larger than 5%.

set versus only on the original train set from each
corpus are shown in Table 5.

To summarize, CARER, Covid-Worry, GoEmo-
tions, TweetEval and Universal Joy did not show
an improvement when training on the Unified train
versus just training on the original train set. Most
of these datasets already had highest results (see
Fig. 1a and Table 4). For example, CARER was a
large dataset with 91% f1-macro, so there was lit-
tle room for improvement. However, Covid-worry
still had low f1-macro in Table 5: our observation
is that corpus is largely dominated by worry and
anxiety which is not represented well in the other
corpora. We did map anxiety to fear in order to
create the Unified corpus; still, the emotions in
Covid-worry do not seem to translate well to the
ones in the rest of the corpora.

On the other hand, 6 out of 12 corpora showed
improvements ranging in 9-19% (see the ∆ col-
umn in Table 5). Specifically, the f1-macro im-
provement was around 10% for 4 corpora (Emo-
Event 10%, Github-love 12%, GoodNews 9%, and
WASSA-21 13%) and about 20% for two corpora
(enISEAR 19% and StackOv-GS 18%).

We can also look at specific emotions shown as
a heatmap in Figure 1b. For example, in StackOv-
GS, fear and surprise were not detected at all (0%
for own train set in Fig. 1a) versus f1-scores of
66% and 32% respectively (Unified train in Fig.
1b). Overall, we observed from the two heatmaps,
there were improvements for disgust, fear and sur-
prise, which were either relatively rare or they
overlapped, as discussed in earlier sections.

4.5 Additional Experiments

Due to our constraints of time and resources, we
were not able to conduct a full cross-corpus ex-
perimentation. This could mainly consist of train-
ing on the train set of one corpus and then test-
ing on the test set of another corpus or, following
(Oberländer and Klinger, 2018), training on one
(entire) corpus and evaluating on a different (en-
tire) corpus. Nevertheless, we performed some ini-
tial cross-corpus experiments, briefly summarized
here as potential ideas for this unified resource.
The reader is directed to Table 4 for f1-macro re-
sults when training on each original train set, for
comparison purposes.

For instance, one could explore the effect of
data source. As an example, we trained on the
GoEmotion train set (social media posts), then
tested on the EmoEvent test set (also social media
posts) and on the WASSA-21 test set (self-written
essays). The f1-macro for EmoEvent was 34%,
which matched the results based on its own train
set. The f1-macro for WASSA-21 was 38%, better
than training on its own train set by 7%. A chal-
lenge in the cross-domain setup is handling the dif-
ferences in emotion labels across datasets which
are combined in these experiments (also true for
the Unified train in Section 4.4).

As an example of exploring datasets with match-
ing original emotion labels, we trained on the
CARER train set and tested on GitHub-love and
StackOv-GS (all featuring Shaver emotions orig-
inally). Both tests yielded f1-macro in the mid-
30s, compared to mid-40s when training on their
respective train sets. It is noteworthy that CARER
consists of tweets, while the other two datasets
have code-related comments. Also, the most fre-
quent emotion for all three datasets is positive
(joy or love), but the second most frequent emo-
tion in CARER is sadness (29%), versus anger in
GitHub-love and StackOv-GS (20-30% depending
on the dataset).

5 Discussion

In this paper, we started by selecting 11 recently in-
troduced datasets with emotion-annotated records
in order to introduce a new unified framework for
benchmarking emotion detection in NLP. We de-
scribed the characteristics of these datasets, which
vary in size, topic, source, emotions and distribu-
tions. Nevertheless, one could question the selec-
tion of the specific datasets. It would be benefi-
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cial to explore earlier datasets or datasets we did
not include, and how they compare/connect to cor-
pora in this work: we leave this for future work.
Moreover, we focused on English corpora, unfor-
tunately, a common limitation in NLP: a multi-
lingual study is thus needed, e.g. see a multi-
lingual sentiment analysis study by Rajda et al.
(2022). Specifically for emotion detection, one
should consider linguistic and cultural differences
for emotions (De Bruyne, 2023).

We combined the datasets into one unified
framework by mapping to a common set of emo-
tions. We followed a simple emotion scheme for
this: each record gets assigned a single label out
of n emotions, similar to earlier work (Oberländer
and Klinger, 2018). Many of the available corpora
only have a few basic emotions to start with (Ober-
länder and Klinger, 2018; Plaza-del Arco et al.,
2024). In reality, though, emotions are complex
and an individual’s writings may encapsulate mul-
tiple emotions. This is even more prevalent in es-
says with multiple sentences (Tafreshi et al., 2021).
To more accurately reflect human emotions, fine-
grained emotion annotations are often preferred
over coarse ones (Demszky et al., 2020).

Our review of the datasets and related literature
revealed several limitations and issues similar to
those identified in previous work, such as incon-
sistencies in annotation practices or inadequate re-
porting of the annotation process (Stajner, 2021;
Plaza-del Arco et al., 2024). These issues under-
score the need for a more thorough analysis of
practices and benchmarking within available cor-
pora. Good examples in other areas include a sys-
tematic review in hate speech detection by Poletto
et al. (2021). Also, we found research in general-
ized offensive language identification by Dmonte
et al. (2024): they used relatively basic labels, e.g.
Offensive or Non-offensive. In contrast, as we have
shown in this paper, emotion-annotated data in-
volves more complexity and thus additional chal-
lenges. Additionally, automated emotion recog-
nition carries ethical considerations as shown by
Mohammad (2022), who proposed an ethics sheet
outlining 50 ethical considerations. For instance,
the need to account for both the speaker’s and the
reader’s perspectives, which can vary significantly
from one individual to another.

While this paper represents considerable effort,
there is still more work to match the underlying
complexity of this study. Our classification ex-
periments offer a baseline rather than a complete

benchmark. Our published code and list of dataset
links will enable anyone to recreate and further uti-
lize the unified , and even possibly extend it. The
research community is welcome to use these re-
sources and employ various models and/or explore
the effect of different hyper-parameters on the re-
sults.

6 Conclusions

This paper answers the imperative need for study-
ing recent text-based corpora annotated for emo-
tion detection. Our investigation into diverse cor-
pora sourced from various domains and introduced
since 2018 summarizes and gives insights into
their characteristics, such as source, topic, size,
emotion and distributions, etc. Furthermore, we
constructed a unified framework built from these
corpora by mapping their emotions to a common
set of labels. We used these resources to conduct
emotion detection experiments, and compared the
effect of fine-tuning a pretrained model to the train
set of each corpus versus to the unified train set.
This consolidated platform will be a valuable re-
source for researchers, streamlining efforts and
providing the basis for a practical emotion classifi-
cation benchmark.

While this paper represents considerable effort,
there is still more work to match the underlying
complexity of this study. Future directions include
expanding this work to additional datasets, includ-
ing multi-lingual and multi-label settings, while
also conducting additional experiments (e.g. cross-
corpus or various classifiers) and delving deeper
into annotation practices and methodologies.

7 Limitations and Ethical Considerations

This work included datasets presented since 2018,
all in English and all represented as single-labeled.
As we discussed in Section 5, the dataset selec-
tion for benchmarking should be more expansive,
not only in terms of languages and emotion label-
ing but also regarding data sources and topics. In
the realm of emotion recognition using NLP, the
linguistic and cultural diversity of emotions high-
lights the need for more inclusive and representa-
tive datasets. Furthermore, additional experimen-
tation, especially cross-corpus, is essential to es-
tablish the unified framework as a valuable bench-
mark.

Our work did not collect or annotate any
datasets, and instead used publicly available

204



datasets. Nevertheless, it is important that any
such research in the field of automated emotion
recognition, including the curation of emotion an-
notated datasets, should consider ethical questions
such as the ones by Mohammad (2022).
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