
Overview of the GermEval 2024 Shared Task
on Statement Segmentation in German Easy Language (StaGE)

Thorben Schomacker1* , Miriam Anschütz2 * , Regina Stodden3 * ,
Georg Groh2, and Marina Tropmann-Frick1

1Hamburg University of Applied Sciences
2Technical University of Munich

3Heinrich-Heine University Düsseldorf
statements@soc.cit.tum.de

Abstract

Sentences in easy language should only contain
a few statements to enhance their readability.
However, there exists no common definition
of statements or tools that could automatically
extract them. With this shared task, we try
to close this gap in German Easy Language.
We drafted a set of annotation guidelines and
created a dataset with manually extracted num-
bers of statements and statement spans. We
attracted three participating teams that tried to
automatize the annotation process to automati-
cally annotate the statements. All submissions
are based on a BERT classification system and
could outperform our naive baselines. How-
ever, especially the statement span extraction is
challenging and requires further research. Our
shared task tries to facilitate and motivate fur-
ther research in this direction.

1 Introduction

In recent years, a growing community of re-
searchers in computer science and computational
linguistics has been working on facilitating writ-
ing in German Easy or Plain Language by pro-
viding machine learning models and corpora for
training or evaluating them, e.g., Säuberli et al.
(2020); Deilen et al. (2023); Madina et al. (2023);
Jablotschkin et al. (2024) as well as for other lan-
guages (Alva-Manchego et al., 2020; Štajner et al.,
2023).

German Easy Language (DE: “Leichte Sprache”,
also called “easy-to-read language”) is a controlled
language, which increases accessibility and com-
prehensibility (Bredel and Maaß, 2016). This
language is, for example, characterized by using
simple and short words, avoiding complex sen-
tence structures (e.g., passive voice, nominal style,
or conjunctive mood), and minimizing the state-
ments per sentence. Besides other easy-to-read

*Equal contribution. Order determined by coin flip.

standards (e.g., Bredel and Maaß 2016 or Netzw-
erk Leichte Sprache 2022), the DIN SPEC 33429
(DIN-Normenausschuss Ergonomie, 2023) defines
the characteristics of the German Easy Language.
While currently only available as a draft version, it
has the potential to become the ruling guideline in
the future.

However, the evaluation of whether a (auto-
matically or manually) generated text is readable
and suitable for the target group is still a big
challenge (Stajner, 2021; Cumbicus-Pineda et al.,
2021). The characteristics or list of requirements
for German Easy Language texts are often not con-
sidered in the evaluation process. Currently, either
the target group is asked whether they face issues
with the text (Stajner, 2021) or metrics are used
to automatically estimate the texts’ simplicity, flu-
ency, and meaning preservation (Alva-Manchego
et al., 2020) or all of the aspects at once (Maddela
et al., 2023).

In order to integrate the German Easy Language
characteristics into the evaluation process more, we
are following a modular approach per characteris-
tic respectively. In this work, the characteristic of
our interest is the number of statements. At this
time, there is only a limited amount of literature
available and no practical implementation to solve
the above problem. For example, the DIN SPEC
33429 does not further define “one statement”. To
scientifically operationalize the guidelines, we aim
at closing this gap. Therefore, we introduce the
“GermEval 2024 Shared Task 2: Statement in Ger-
man Easy Language (StaGE)”1 to ignite a scientific
debate on how to segment and identify statements
in German Easy Language. Our contributions can
be summarized as follows:

1https://german-easy-to-read.github.io/
statements/
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1. We provide an annotation guideline on the
identification and segmentation of statements
in German sentences.

2. We release a gold standard dataset including
manual annotations regarding the number and
segments of statements in German Easy Lan-
guage sentences.

3. We organized a shared task that introduced
the first approaches regarding the automatic
identification and segmentation of statements
in German Easy Language sentences.

In the following, we introduce the shared task in
more detail and provide an overview of the shared
task’s results. Our data, evaluation method, and
baselines are publicly available for further experi-
ments.2

2 Related Work

This shared task contributes in a three-fold manner:

2.1 Corpora

In recent years, many text simplification cor-
pora have been introduced which include Ger-
man Easy Language, e.g., Simple German Web
Corpus ’13 (Klaper et al., 2013), GEASY cor-
pus (Hansen-Schirra et al., 2021), Simple Ger-
man Web Corpus ’23 (Toborek et al., 2023),
MILS corpus (Schomacker et al., 2023), DEplain-
web corpus (Stodden et al., 2023), DE-Lite cor-
pus (Jablotschkin et al., 2024) as well as web har-
vesters that download texts in German Easy Lan-
guage from the web, e.g., Klepp (2022), or An-
schütz et al. (2023). Most of these corpora include
professionally simplified texts, e.g., news texts (see
NDR Nachrichten3, MDR Nachrichten4) or texts
of public authorities (see Stadt Hamburg5 or Stadt
Köln6). But, the web harvester also includes texts
written by non-professional translators, i.e., articles
of hurraki.de.

2https://github.com/german-easy-to-read/
statements

3https://www.ndr.de/fernsehen/
barrierefreie_angebote/leichte_sprache/
Nachrichten-in-Leichter-Sprache,
nachrichtenleichtesprache100.html

4https://www.mdr.de/nachrichten-leicht/
nachrichten-in-leichter-sprache-114.html

5https://www.hamburg.de/barrierefrei/
leichte-sprache

6https://www.stadt-koeln.de/service/
leichte-sprache/index.html

Most of the corpora listed above do not contain
other linguistic annotation. One exception is the
LeiKo corpus (Jablotschkin and Zinsmeister, 2021)
in which the authors annotated colon construction
in simplified and Standard German. Some sen-
tences of the DEplain-web corpus (Stodden et al.,
2023) are also annotated with simplification opera-
tions including structural changes, e.g., rewriting
from passive-to-active voice, reordering, or split-
ting. Furthermore, the APA-RST corpus (Hewett,
2023) includes a structural analysis of the texts, but
they are written for foreign language learners and
not the target group of German Easy Language.

For English, there is the MinWikiSplit cor-
pus (Niklaus et al., 2019b) and the BiSECT cor-
pus that focuses on syntactic simplification. The
MinWikiSplit corpus contains 203,000 complex-
simple sentence pairs where the simplified parts
are automatically segmented into minimal mean-
ingful propositions using the TS framework DIS-
SIM (Niklaus et al., 2019a). The BiSECT cor-
pus (Kim et al., 2021) includes English simplifi-
cation pairs where a complex sentence is either
split into two simple sentences, or two complex
sentences are merged into one simple sentence. An-
other BiSECT version exists with German simpli-
fication pairs, but they have major encoding prob-
lems (i.e., all diacritical markers are missing).

Nevertheless, we are not aware of a high-quality
German corpus including syntactic simplification
or any other kind of annotations regarding the num-
ber of statements in Easy Language texts.

2.2 German Text Simplification Approaches
Most existing German text simplification systems
focus on generating texts for foreign language
learners (e.g., Säuberli et al. 2020 or Spring et al.
2021), for laypeople (e.g., Trienes et al. 2022),
for a mixed group (e.g., Ryan et al. 2023, Klöser
et al. 2024 or Fruth et al. 2024), but only a few
address the German Easy Language target group
(e.g., Siegel et al. 2019 or Deilen et al. 2023).7

However, due to the lack of corpora for syntacti-
cal German simplification, there are no German
text simplification systems that focus on syntactic
simplification.

But, we are aware of English TS systems that
bring syntactic and semantic separation into focus
that are related to our approach of statement seg-
mentation. DISSIM (Niklaus et al., 2019a) aims at

7For a more detailed overview, we refer to Madina et al.
(2023) or Stodden (2024).
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splitting English sentences into “minimal proposi-
tions” based on hand-crafted rules. Niklaus et al.
define minimal propositions as utterances that can-
not be further split into meaningful propositions
and that represent a minimal semantic unit. In
comparison, Jamelot et al. (2024) aim at separat-
ing so-called “rheses” in French and English texts.
Rheses are also defined as small and syntactically
meaningful units of a sentence but are additionally
based on the prosody of the text. Their system is
intended to split the segments based on syntactic
dependency trees, punctuation marks, and prosodic
features. Our annotation procedure of “statements”
is closer to the definition of minimal propositions
than rheses.

2.3 Evaluation of simplified texts
Evaluating the quality of simplified texts is a hard
task to solve, which is rooted in the challenge of
defining a standard simplified output. Grabar and
Saggion (2022) name two reasons behind this root
challenge: (1) it is not factual since it relies on trans-
formations, and (2) it is heavily based on the own
knowledge and opinion of people and thereby not
consensual. Furthermore, unlike for standard lan-
guage, a native simplified-language speaker does
not exist (Siddharthan, 2014). There have been
several attempts to solve this challenge:

Deilen (2020) analyzed eye-tracking data col-
lected from people with impairments to investigate
the effects of certain simplified language stylis-
tics, such as separating longer nouns via a hyphen.
Säuberli et al. (2024) conducted a survey of peo-
ple with and without cognitive impairment using
various questionnaires to measure the comprehen-
sibility of the texts. Cumbicus-Pineda et al. (2021)
proposed a checklist-based evaluation, but each of
the items is verified manually. In contrast, in the au-
tomatic evaluation of text simplification, the focus
is on measuring simplicity, fluency, and meaning
preservation (Alva-Manchego et al., 2020). But,
neither of these aspects considers characteristics
of Easy (German) Language. Evaluations based
on existing guidelines for simplified language have
not yet been implemented but have been theorized
(Schomacker et al., 2024; Madina et al., 2024).

2.4 Shared Tasks
Recent shared tasks in the scope of German text
simplification have focused on the level of lexical
simplification. For example, the identification of
complex words in sentences (Yimam et al., 2018),

the prediction of the complexity of German sen-
tences for foreign language learners (Mohtaj et al.,
2022) or the prediction of the complexity of a word
within a German sentence and the suggestion of a
simpler synonym (Shardlow et al., 2024). To the
best of our knowledge, there is no shared task that
focuses on syntactic simplification of German.

3 Task Description

The goal of the shared task is to identify the number
of statements and the statement spans in the sen-
tence. We do not aim to force authors to write one-
statement sentences exclusively but rather make the
current statement distribution per sentence trans-
parent to them. In addition, we allow authors to
re-think their texts and re-phrase them to increase
readability with reference to German Easy Lan-
guage guidelines.

3.1 Sub Tasks

The shared task consists of two subtasks and the
participants can submit their systems to both of the
tasks independently. In subtask 1, we only esti-
mate the number of statements that are present in
the sample. For the second subtask, the respective
statement spans are annotated. Figure 1 shows how
our annotated data looks line. The two subtasks re-
fer to two separate columns. In the first column, we
only state the number of statements in the sentence,
which corresponds to subtask 1. For the second
subtask, we tackle the statement spans as distinct
sets of words. For the example in Figure 1, the sen-
tence “Diese Flugzeuge transportierten Nahrung
und Brenn-material.” (These planes carried food
and fuel.) contains two statements: “The planes
carried food” and “The planes carried fuel”. There
are two different things carried by the planes that
the readers have to understand. Even though they
might be related, they are two separate chunks of
information that the readers have to digest.

3.2 Use Cases

We envision the following use cases for statement
and statement span annotations:

Complexity assessment as part of a holistic Ger-
man Easy Language assessment (Mohtaj et al.,
2022). German E2R gives clear rules about
the number of statements in sentences. There-
fore, the assessments can be utilized for edito-
rial purposes or direct feedback for writers.



Phrase_tokenized #Statements Statement spans

0:=Diese 1:=Flugzeuge 2:=transportierten 3:=Nahrung

4:=und 5:=Brenn-material.

2 [ [3] , [5] ]

Figure 1: Example Annotations from our trial data set. We enumerate the tokens in the sentence to simplify referring
to them in the statement span annotations. In this case, we annotate the tokens that belong to the different spans as a
set of statements spans. For more information on the annotation process, refer to Appendix A in the Appendix. Our
data is open source and can be downloaded on our homepage.

Rule-based simplification is actively researched
for German (Suter et al., 2016) and could also
profit from incorporating statements. Using
discourse-aware statement splits, a similar ap-
proach achieved promising results for the En-
glish language (Niklaus et al., 2019a).

Statement-aware evaluation could increase the
performance of overlap-based metrics like
BLEU (Papineni et al., 2002) and ROUGE
(Lin, 2004). A similar metric is described and
implemented in Sulem et al. (2018).

Fact checking of statements as atomic facts. The
extracted statements can be considered atomic
facts and checked individually for truthful-
ness. This statement-wise evaluation facili-
tates the detection of partially-correct infor-
mation (Min et al., 2023).

4 Data Set and Evaluation

4.1 Data Set

Our corpus contains texts from the Hurraki wiki
site, a German online dictionary. We used the
scraper by Anschütz et al. (2023) and scraped the
articles as of January 2024. The texts are supposed
to be written in German Easy Language by people
who are not obligatorily trained in writing in this
controlled language. The texts are not verified be-
fore publication, and thus, they may contain errors
such as punctuation or grammatical errors. How-
ever, we do not correct any typos manually, but
if the errors are severe, e.g., if two sentences are
merged into one due to missing punctuations, these
samples are manually annotated as erroneous.

In terms of pre-processing, we have split the
texts into sentences at punctuation marks, and
hence, they can span over several lines. The to-
kens in the sentence are separated by white spaces
and consecutively numbered (see Phrase_tokenized
in Figure 1). A statement only contains full tokens;

we don’t split tokens for sub-token annotations. If
a sentence spans several lines (as typical for LS),
the line breaks are displayed with \newline.

Figure 1 exemplifies a data sample from our trial
dataset. We manually annotated the sentences re-
garding the number of statements contained in them
(see #Statements column). The distinct statements
of a sentence are annotated at the word level (see
Statement spans column).

4.1.1 Annotation Guideline
Our annotation process consists of two parts: the
statement splitting and the annotation of the state-
ment spans. To determine the number of state-
ments, we split the sentences at conjunctions. Ad-
ditional pieces of information like adjectives, ad-
verbs, or prepositional constructions form separate
statements. The detailed rules for statement split-
ting are explained in Appendix A. If a statement
does not include a verb or if it contains multiple
sentences, we annotate it as 0 statements to indicate
it is erroneous. However, we do not include sam-
ples with 0 statements in our test and eval splits.

For the statement span annotations, we enumer-
ated the tokens in the sentence in ascending order.
With this, we could easily refer to them in the state-
ment span annotations. The statement spans are
only annotated for samples with more than 1 state-
ment. We annotate the tokens that belong to the
different spans as a set of statements spans. In
addition, we define the following rules:

• The order of the spans and the order of tokens
within the spans is not important and can be
altered.

• Articles, coordinating conjunctions, and
“\newline” are never included in the spans. In
contrast, subordinating conjunctions, relative
pronouns, or filler words are included.

• Only the mutually exclusive parts are anno-
tated, i.e., tokens that are contained in all state-
ments are not annotated.

https://german-easy-to-read.github.io/statements/data/
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Example annotations can be found in Figure 1 and
Table 6 in the Appendix.

For the annotation process itself, we split the
full dataset into chunks of around 500 samples.
Articles should be complete and should not span
over multiple chunks, and thus, the chunks vary
in size. For each chunk, two of the authors anno-
tated the data independently. If the two annotators
agreed on their annotation, we kept it for the final
dataset. Otherwise, if the two annotators disagreed,
we showed the samples to a third annotator who
chose the correct annotation. We had three differ-
ent annotators. All annotators are German native
speakers and have experience with German Easy
Language. The inter-annotator agreements range
from 64.38% to 73.21%. Overall, we annotated
4,553 samples in 9 chunks and removed erroneous
and ambiguous samples. Then, we split the data
into train (2,944 samples), test (416 samples), and
final evaluation (878 samples) splits. For the test
and evaluation sets, we additionally removed the
0-statement samples.

4.1.2 Data Structure
In Hurraki, articles consist of three different ele-
ments. The first element is the short abstract that
contains the most relevant information about the
topic. The second element is a picture, and the
last element is a more detailed description with
further information. Hurraki provides metadata
for their articles, such as the article’s category or
the timestamp of the last edit. We kept this meta-
data to construct a rich dataset. In addition, we
pseudonymized the author to enable analyses of
differences in writing styles among different au-
thors. Table 1 gives an overview of the information
available in our dataset.

4.1.3 Statistics
The basis of the task is a dataset (Figure 2) consist-
ing of over 4000 entries, and it is available with an
open license8. We have included sentences with 0
statements in the train data, which means that those
sentences are incomplete or erroneous. In this case,
even sentences with multiple statements can be an-
notated by 0. Nonetheless, we left them in the data
to create real-world experiences but removed them
from the test and eval datasets. Furthermore, we
achieved a similar distribution of 1-statement sen-
tences (52%, 62%, 50%), which formed the largest

8https://github.com/german-easy-to-read/
statements/tree/master/data

Column
name

Description

topic Defined by the lower-case title of
the Hurraki article title.

phrase Original phrase.
phrase_
number

Number of the phrase. “_long”
indicates, that the phrase belongs
to the detailed explanation

genre Genre(s) extracted based on Hur-
raki’s categories

timestamp Time of the article’s last modifi-
cation.

phrase_ to-
kenized

Phrase separated in tokens. Each
token is given an index for refer-
encing.

num_
statements

Number of statements.

statement_
spans

List of statements. Each state-
ment is a span of words, repre-
sented by their indices.

author Pseudonymized (md5-hash) au-
thor id

notes Optional notes by the annotators.

Table 1: Column names and description of the available
information in our dataset.

class of sentences in each of the three sub-dataset.
This distribution similarity was only achieved for
2-,3- and 4-statement sentences. Since 5- and 6-
statement sentences are very rare and could almost
be considered outliers, their distribution differed
across the sub-datasets.

4.2 Evaluation

We evaluate the two subtasks independently and
use different metrics for each of the subtasks. Our
evaluation scripts are published so that the perfor-
mances of future systems can be reported easily9.

4.2.1 Subtask 1: Number of Statements

The first task is a classification problem where the
participants should determine the number of state-
ments in the sentence.

F1-Score For this classification problem, we eval-
uate the submissions according to precision, recall,
and F1-score. As our data is heavily unbalanced,

9https://github.com/german-easy-to-
read/statements/tree/master/data/scoring
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4 (38 1.29%)

2 (732 24.86%)

5 (3 0.10%)

3 (191 6.49%)

1 (1530 51.97%)

6 (1 0.03%)

0 (449 15.25%)

total train
samples: 2944

(a) train

1 (258 62.02%)

5 (1 0.24%)

2 (123 29.57%)

4 (6 1.44%)
3 (28 6.73%)

total test
samples: 416

(b) test

4 (14 1.59%)

2 (332 37.81%)

5 (5 0.57%)

1 (437 49.77%)

6 (1 0.11%)

3 (89 10.14%)

total eval
samples: 878

(c) eval

Figure 2: Distribution of the number of statements per
sentence in the train, test, and eval datasets.

we averaged the F1-scores between the different
classes by weighting the number of samples in the
respective class.

MAE & MSE However, this evaluation judges
all mispredictions equally and does account for less
severe off-by-one errors. Therefore, we add an eval-
uation on a continuous scale, which is the mean
absolute error (MAE) and the mean squared error
(MSE). We considered the MAE as the most mean-
ingful and, thus, ranked the submissions based on
this metric.

4.2.2 Subtask 2: Segmentation of Statements
The evaluation of subtask 2 is more complex. If we
only rewarded exact matches, the scores would be
very low and could not account for almost correct
annotations. Therefore, we selected chrF, which

evaluates the spans based on character n-gram over-
laps, and the Jaccard index, which interprets the
annotations as sets and measures the overlap with
the ground truth.

chrF (Popović, 2015) is designed as a machine
translation evaluation metric that measures the F1-
score of n-gram character overlaps between the
candidate and the reference translation. For our
evaluation setup, we interpret the statement spans
as string sequences and calculate the overlap be-
tween the proposed statement spans and the refer-
ence annotation. For samples with more than ten
tokens, the corresponding indices contain two dig-
its that would be interpreted as separate characters
during evaluation. Therefore, we replaced all num-
bers by single letter characters and thus obtained
an equal weighting of all indexes. In addition, we
sorted the spans in an ascending order to avoid
lower scores due to the index order.

For the score calculation, we use the standard-
ized implementation of the sacrebleu package (Post,
2018). We ignored whitespaces and set the charac-
ter n-gram order to 6 and the word n-gram order to
0.

Jaccard index, or the Jaccard similarity coeffi-
cient, is a statistical mean used for gauging the
similarity and diversity of sample sets. We adapted
it, so that it is applicable for a list of sets. We iterate
over all sets in the gold truth Y (with length=N )
and the sets in the prediction Ŷ (with a variable
length) to calculate the Jaccard index for each of the
tuples, which summed up to build the Jlist score.
To increase the robustness, we sort the sets by min,
max, and median value and average the different
Jlist-values.

Jlist(Y, Ŷ ) =
N∑
n

J(yn, ŷn) (1)

J(A,B) =
|A ∩B|
|A ∪B|

(2)

Note that by design, 0 ≤ J(A,B) ≤ 1. If A inter-
section B is empty, then J(A,B) = 0.

5 Results

Three different teams participated in our shared
task. While two teams submitted predictions for
both subtasks, one team only submitted their sys-
tem to subtask 1. The results can be seen in Table 2



for task 1 and Table 3 for task 2. All teams outper-
formed our baselines for both tasks. When compar-
ing the predictions with a paired t-test against the
all-1 baseline, all systems, but also our string-match
baseline, achieve statistically significant improve-
ments10.

Team MAE↓

KlarTextCoder 0.35
StaGE FriGHt 0.40
CUET_Big_O 0.40
Baseline: string-match 0.60
Baseline: all-1 0.65
Baseline: random 0.92

Table 2: Results Final Phase – Subtask 1

Team chrF↑ jaccard↑

KlarTextCoder 0.36 0.29
StaGE FriGHt 0.30 0.38
CUET_Big_O - -
Baseline: random 0.24 0.27
Baseline: string-match 0.05 0.04
Baseline: all-1 0.00 0.00

Table 3: Results Final Phase – Subtask 2

5.1 Baselines

We provide three baselines to rank and evaluate the
participant submissions. The first baseline assumes
that all phrases only have one statement. Since
single statement samples are the most common in
our data (see Figure 2), this baseline can be seen
as a majority voting system. According to our task
design, we only annotate the statement spans if the
number of statements in the sample is greater than
one. Therefore, all statement spans are empty for
this baseline.

The second baseline is a random baseline that
randomly assigns a number between one and three
to the number of statements. If there are at least
two statements, we split the sample into the cor-
responding number of statement spans at random
indices. The spans must be non-empty, and we split
them into equal or near-equal sizes.

10P-values are 1.6e−12 for the string-match baseline,
9.8e−119 for CUET_Big_O, 9.16e−64 for StaGE FriGHt, and
1.1e−97 for KlarTextCoder.

The first rule of our annotation guidelines (Ap-
pendix A) separates statements via conjunctions.
Our third baseline considers this rule and counts
the occurrences of the conjunctions “und”(and),
“oder”(or), and “aber”(but). In addition, the state-
ment spans are determined by splitting at these
conjunctions without annotating the conjunctions
themselves.

5.2 Proposed Systems

KlarTextCoder (Ramarao et al., 2024) inte-
grated part-of-speech information with pre-trained
BERT models. The authors also showcased alter-
native approaches, including a rule-based system,
LLMs, and traditional machine-learning models.
These machine learning models used a compre-
hensive feature set, combining Abstract Meaning
Representation features to capture deep semantic
structures, part-of-speech (POS) tags for syntactic
information, and other linguistic features.

StaGE FriGHt (Säuberli and Bodenmann,
2024) combined sequence labeling with depen-
dency parsing. They used a fine-tuned BERT model
to predict the head token of each statement span
and expands the span using dependency relations.

CUET_Big_O upload a final submission enti-
tled "Fine Tuned BERT". Unfortunately, we did
not receive any information from the participants
on how their system worked.

0 1 2 3 4 5 6 7
Number of statements

Correct labels

CUET_Big_O

KlarTextCoder

StaGE FriGHt

Baseline:
 random

Baseline:
 string-match

mean values
median values

Figure 3: Distribution of the predicted number of state-
ments.

5.3 Error Analysis

We further analyzed the submitted predictions. Fig-
ure 3 shows their distribution of the number of
statements. The correct samples and the random
baseline have the highest means, being the only



systems with a median value of two. Especially
the submission by CUET_Big_O overfits on the
single statements samples, but also the other sub-
missions have a bias toward the lower number of
samples. Only the submission by StaGE FriGHt
predicts more than four statements.

Furthermore, we analyzed in which cases the
systems failed to predict the correct number of sam-
ples. For this, we compared the cases with our an-
notator agreement. Since two annotators reviewed
the samples independently, we can identify chal-
lenging or non-trivial cases by their disagreement.
For KlarTextCoder, 68.87% of the misclassified
samples had a disagreement within the annotators.
For the other two teams, these numbers were even
higher, with 79.80% for StaGE FriGHt and 76.60%
for CUET_Big_O. These numbers are higher than
the overall annotator disagreement, indicating that
the systems especially fail at the harder samples.

6 Discussion & Limitations

This shared task does not claim to solve the prob-
lem of statement segmentation conclusively. The
main aim was to create the basis for practical ap-
plications and to ignite a scientific discussion. The
most apparent limitation is the focus on mostly syn-
tactic structures and often neglegting semantic re-
lations and interpretation. This weakness becomes
evident through a few examples.

Our statements focus mostly on chunks of infor-
mation that need to be understood by the readers.
Hence, we split sentences like “Eine Angel ist eine
Schnur mit einem Haken.” (A fishing rod is a string
with a hook.) into two statements. From a con-
tent perspective, a fishing rod always consists of
a string and a hook, so splitting these into two
statements makes no sense. However, the reader
still has to parse two separate statements indepen-
dently: 1) there is a string, and 2) there is a hook.
Therefore, we decided to split the sentence into two
statements.

In contrast to this, we also discussed a few
specifics, such as separated compound nouns,
named entities, and dates, and combined them un-
der the umbrella term "semantic units". For in-
stance, “Berliner Fernsehturm ist ein Wahrzeichen
der Stadt.” (Berlin’s TV tower is a landmark of the
city.) in which only the combination of the two
terms "Berlin’s" and "TV tower" combined form
the semantic unit behind the statement, i.e., one
noun phrase.

Similarly, separated compound nouns, such as
“Die Religion der Aleviten” (Religion of the ale-
vites.) are not considered separate but as one named
entity since it is synonymously with “Alevitentum”
(alevism). Another case where semantics become
very prominent is the case of idiomatic expressions
and whether they should be treated as indepen-
dent statements, as compound nouns, or as regular
phrases. We made the practical decision to post-
pone this discussion, and we, therefore, annotated
every sentence in which idioms occur as compo-
nents with "0" (e.g., “Das A und O ist eine Re-
dewendung” (The alpha and omega is an idiom.)).

Our shared task focuses on German Easy Lan-
guage. While there are many similarities between
Easy Language and standard German, our anno-
tations cover the specifics of Easy Language. In
Easy Language, writers are motivated to add expla-
nations (section 5.2.2 in DIN-Normenausschuss Er-
gonomie 2023) to more complex terms. Therefore,
there is an overamount of phrases like “das heißt”
(that means) and “some say” (manche sagen). They
most often function as an introductory phrase be-
fore the actual explanation, and thus, they don’t
convey information on their own. Hence, we ig-
nored them in our statement annotations. Due to
the focus on Easy Language specifics, the results
cannot be directly transferred to standard German
without further adaptions.

7 Conclusion

In the course of this shared task, we have presented
both data and possible solutions to the problem of
statement segmentation. Even if these results do
not solve the problem conclusively, they neverthe-
less provide a valuable initial contribution to the
discussion on the problem. We hope that future
researchers will be able to draw further insights
based on this foundation. The competition on cod-
abench11 is re-opened for further experiments and
an easy comparison to the previous systems.

Ethics statement

Since Easy Language has a vulnerable target group,
special care should always be taken in this research
field. As we do not create new texts in this task
but merely conduct analyses on texts that have al-
ready been written, we do not see any direct risk
of misuse or ethical implications. The results can

11https://www.codabench.org/competitions/3244/

https://www.codabench.org/competitions/3244/


be applied directly to German Easy Language, but
we expect they could be generalized and used for
simple languages from other nations as well.
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Task 1 Task 2Team MAE↓ MSE↓ Prec↑ Rec↑ F1↑ chrF↑ jaccard↑

KlarTextCoder 0.35 0.41 0.65 0.68 0.66 0.36 0.29
StaGE FriGHt 0.40 0.55 0.65 0.66 0.64 0.30 0.38
CUET_Big_O 0.40 0.5 0.57 0.64 0.61 - -
Baseline: string-match 0.60 0.91 0.53 0.53 0.41 0.05 0.04
Baseline: random 0.92 1.41 0.38 0.31 0.33 0.24 0.27
Baseline: all-1 0.66 1.05 0.25 0.50 0.33 0.00 0.00

Table 4: Detailed results. The F1-scores averages are weighted by the support of the respective class

A Annotation guidelines v0.1

Our data samples are single sentences. We split
sentences at punctuation marks. Hence, they can
span over several lines. We annotate the sentences
by the number of statements contained in them.
The tokens in the sentence are separated by whites-
paces. A statement only contains full tokens; we
don’t split tokens for subtoken annotations. If a
sentence spans several lines (as typical for Leichte
Sprache), the line breaks are displayed with “\new-
line”. Newlines could help classification models
in the future, and thus, they are given as separate
tokens but should be ignored during annotation.

We do not correct any typos or parsing errors.
Thus, the samples can contain punctuation or gram-
matical errors. If the errors are severe, e.g., if two
sentences are merged into one due to missing punc-
tuations, these samples are annotated as erroneous.
The annotations process is split into two parts, sim-
ilar to our subtasks. First, we determined the num-
ber of statements and then annotated the statement
spans.

A.1 Determining the number of statements /
Statement separation

Ideally, a statement is formed by a Subject-Verb-
Object (SVO) combination or additional adjectives
or prepositional constructions that could form a sep-
arate sentence. Example: “Die moderne Sportart
heißt: \newline Splashdiving.” (The modern sport
is called: \newline Splashdiving) contains 2 state-
ments, one for the main SVO combination “Die
Sportart heißt Splashdiving”, and one for the addi-
tional adjection “moderne”. The sentences don’t
have to be in proper SVC order, as subclauses can
form a statement without any main clause. As a
rule of thumb, one statement contains only one full
verb at maximum (yet auxiliary and full verbs can
be together).

A sentence is split into multiple sentences based
on the criteria discussed in the following subsec-
tions.

A.1.1 Separating via conjunctions
Conjunctions are used to connect clauses within
a sentence. There are two types of conjunctions:
Coordinating and subordinating conjunctions. Co-
ordinating conjunctions connect two main clauses.
Subordinating conjunctions, in contrast, connect
a main clause with a subordinate clause, empha-
sizing the main clause more than the subordinate
clause. Both clauses form separate statements in
our annotations.

Special case: “Manche sagen” (Some say) and
“Das heißt” (That means) “Das heißt, ..” is a
common construction in Leichte Sprache. These
phrases are not counted as separate statements.
However, if the phrase contains additional infor-
mation, such as “Lügen heißt..” (Lying means) or
“Manche Politiker sagen..” (Some politicians say),
these phrases are annotated as usual. Only the very
specific formulations above are an exception.

Special case: Parentheses Information in paren-
theses is always a separate statement.

A.1.2 Separating via single
adjectives/adverbials

Nouns are often further described by adjectives.
If these adjectives give additional information or
restrict the noun to a subgroup, these adjectives
form a separate statement. In the first example
in Table 5, the adjective modern gives additional
information about the sport, so it is extracted as a
new statement. In contrast, if the adjective/adverb
gives no further restrictions, it is not counted as a
separate statement. If multiple adjectives/adverbs
are concatenated into a sequence, each of them
forms a single statement (see Table 5).



Sentence Translation # stmts Explanation

Die moderne Sportart heißt:
\newline Splashdiving.

The modern sport is called:
\newline Splashdiving.

2 “modern” gives additional in-
formation about the sport

Der Vorschlag wurde ohne
Gegenstimmen angenom-
men.

The proposal was accepted
without any opposing votes.

2 Modal adverbial “ohne
Gegenstimmen”

Die Einwohner konnten ihre
Lebensmittel ganz normal
kaufen.

The inhabitants were able to
buy their food as normal.

1 “ganz normal” gives no re-
strictions

Die Mitarbeiter reparieren
gemeinsam kaputte Dinge.

The employees repair broken
things together.

2 Sequence: The employees
repair broken things. The
employees repair things to-
gether.

Table 5: Example sentences and explanations for their annotated number of statements.

Special case: Quantifiers Quantifiers like
“viele” (many), “alle” (all), “mache” (some) or
counts like “50 Menschen” (50 people) are no sep-
arate statements.

Special case: Filler words Filler words like
“sehr” (very), “oft” (often), “darum” (therefore),
or “auch” (also) are no separate statements.

Special case: Comparatives and superlatives
Comparatives and superlatives in constructions like
“größte Stadt” (biggest city) or “weniger Menschen”
(fewer people) are closely connected to their noun
and, thus, form no separate statement.

A.1.3 Separating via prepositional phrase

Prepositional often specify things and actions, e.g.,
by indicating ownership (“von ..” (by)), a direc-
tion (“nach ..” (to)), or modality (“mit ..” (with)).
Similar to adjectives, this additional information
forms a new statement. For example, the sentence
“Man kann mit einem Fahr-stuhl nach oben fahren.”
(You can go to the top in an elevator.) contains the
prepositional phrases “mit einem Fahrstuhl” and
“ach oben”, thus containing two statements. If mul-
tiple prepositional phrases are stacked after another,
each of them forms a separate statement.

Special case: Composites The German language
gives the option to stack multiple pieces of infor-
mation into one word (so-called composite words).
Prepositional phrases that can be rephrased to a
single word (e.g., “Religion der Christen” (religion
of the Christians) → “Christentum” (Christianity);

“Mitglied in der Partei” (member of the party) →
“Parteimitglied” (party member)) are no additional
statement.

Speical case: Trivial prepositions Sometimes,
the verb already contains the information in the
prepositional phrase (e.g., “in die Luft sprengen”
(lit: blow up into the air)). Then, we don’t annotate
the prepositional phrases as separate statements.

Special case: Date and year specifications
Dates are annotated as separate statements except if
the remaining statement only states that something
exists or was born. For example, in the sentence
“Im Jahr 1877 heiraten Alexander Graham Bell und
Mabel Hubbard.” (In 1877, Alexander Graham
Bell and Mabel Hubbard marry.), the year and the
marriage itself are two different statements. How-
ever, in the sentence “Angela Merkel wurde am
17. Juli 1954 geboren.” (Angela Merkel was born
on July 17, 1954.,), the information that she was
born is trivial. Thus, the sentence contains only 1
statement. In contrast, abstract time information
like “manchmal”sometimes or “immer” (always)
is no separate statement.

A.1.4 4. 0-statement sentences or
un-parseable sentences (= erroneous
samples)

There can be samples that don’t contain a state-
ment, e.g., if there are problems with the pre-
processing and there are multiple sentences in the
sample. Also, sentences that don’t contain a verb,
like “An der Universität Boston.” (At the university
of Boston.), are annotated with 0.



Sentence Translation # stmts Spans Explanation

0:=Die 1:=moderne
2:=Sportart 3:=heißt:
4:= 5:=\newline
6:=Splashdiving.

0:=The 1:=modern
2:=sport 3:=is
called: 5:=\newline
6:=Splashdiving.

2 [[1],
[3,6]]

Tokens 0, 4, 5 are never annotated.
Token 2 (Sportart) is in both spans,
so it is not stated explicitly.

0:=Der
1:=Vorschlag
2:=wurde 3:=ohne
4:=Gegenstimmen
5:=angenommen.

0:=The 1:=proposal
2:=was 5:=accepted
3:=without 4:=op-
posing votes.

2 [[1,2,5],
[3,4]]

No overlaps between statements

0:=Die 1:=Ein-
wohner 2:=kon-
nten 3:=ihre
4:=Lebensmittel
5:=ganz 6:=normal
7:=kaufen.

0:=The 1:=inhab-
itants 2:=could
7:=buy 3:=their
4:=food 5:=as
6:=normal.

1 No spans for sentences with one
statement

0:=Die 1:=Mitar-
beiter 2:=repari-
eren 3:=gemein-
sam 4:=kaputte
5:=Dinge.

0:=The 1:=employ-
ees 2:=repair 4:=bro-
ken 5:=things 3:=to-
gether.

2 [[3],
[4,5]]

We identified two statements in this
sentence (“0:=Die 1:=Mitarbeiter
2:=reparieren 3:=gemeinsam.” and
“0:=Die 1:=Mitarbeiter 2:=repari-
eren 4:=kaputte 5:=Dinge.”). The
tokens 2 and 3 (“Mitarbeiter repari-
eren”) are contained in both state-
ments, so we don’t include them
in the annotations. The tokens 3
(“gemeinsam”) and 4,5 (“kaputte
Dinge”) are independant, and hence,
form the two statement spans.

Table 6: Example sentences and their statement span annotations. The indexes of the English translations are use
the same as the German original. Hence, they are not in ascending order and more than one English word may be
related to one German word.
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