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Abstract

Bilingual dictionaries are bedrock compo-
nents for several language tasks, includ-
ing translation. However, dictionaries are
traditionally fixed in time, thus exclud-
ing those neologisms and neo-morphemes
that challenge the language’s nominal mor-
phology. The need for a more dynamic,
mutable alternative makes Machine Trans-
lation (MT) systems become an extremely
valuable avenue. This paper investigates
whether commercial MT can be used as
bilingual dictionaries for gender-fair trans-
lation. We focus on the English-to-German
pair, where notional gender in the source
requires gender inflection in the target. We
translated a dataset with person-referring
terms using Google Translate, Microsoft
Bing, and DeepL and discovered that while
each system is heavily biased towards the
masculine gender, DeepL often provides
gender-fair alternatives to users, especially
with plurals.

1 Introduction

“The past is print dictionaries; the
present is print dictionaries with some
electronic versions of the same text; the
future must be print dictionaries and
truly electronic dictionaries, compiled
afresh for the new medium, enriched
with new types of information the bet-
ter to meet the needs of the multifarious
users.”

– Beryl Sinclair, 1996
© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

The way we speak about humans influences our
mental representation of them – psychological re-
search shows that thus, using gender-fair language
can reduce gender-related stereotyping and dis-
crimination (Sczesny et al., 2016). Accordingly,
many national and international organizations in
Europe and beyond (e.g., universities and even
the European Parliament1) are increasingly adopt-
ing gender-fair language, and, for instance, pub-
lishing guidelines and recommendations on the
topic. In translation, the topic of gender-fair lan-
guage (GFL) is specifically interesting as we are
often facing a gender-neutral person word (e.g., the
workers in English), which needs to be translated
to a language like German, in which using a gen-
dered form would be the most traditional choice
(e.g., die Arbeiter or die Arbeiterinnen in Ger-
man). Often, using a gendered form only will,
however, simply reflect existing stereotypes (e.g.,
occupational stereotypes) and also lead to the rein-
forced exclusion of individuals who do not identify
with the specific grammatical gender chosen, like
non-binary individuals (Dev et al., 2021).

In this work, we hypothesize that, given the
widespread use of language technology, Machine
Translation (MT) can be a key enabler in the adop-
tion of gender-fair language for non-native speak-
ers and in scenarios involving organizations that
act internationally. Still, the existing research land-
scape on the behavior of commercial MT systems
concerning gender-fair language is scarce: exist-
ing studies have looked at a few specific language
pairs (and translation directions) scenarios, and
domains only (e.g., (Savoldi et al., 2023), inter
alia). For instance, there exists barely information
on gender fairness in English-to-German MT. As
MT systems are increasingly used as vocabularies

1https://www.europarl.europa.eu/cmsdata/
151780/GNL_Guidelines_EN.pdf
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(Cotelli Kureth et al., 2023) (i.e., to translate sin-
gle words without any further context), we pose the
following research question: Can commercial MT
be used as English-to-German gender-fair dictio-
naries? If we would find commercial MT to pro-
duce gender-fair translations, one could think of
leveraging this potential for bootstrapping more re-
search on gender-fair MT, further motivating our
question.

Contributions. We present the first study on
English-to-German gender-fair language in com-
mercial MT focused on dictionary-like translations
to date. To this end, we employ a community-
created gender-fair dictionary for German, from
which we sample seed nouns, which we translate
into English. We then start from the English terms,
and (1) conduct a pre-study in which we assess the
general potential of three popular commercial MT
systems (Google Translate, Microsoft Bing, and
DeepL) for gender-fair MT. Based on these find-
ings, we (2) conduct an in-depth study on DeepL,
in which we test singular and plural forms and
provide statistics on the exact type of gender-fair
language we observe. Our findings show, for in-
stance, that DeepL often provides gender-fair al-
ternatives to the users, but that the system is heav-
ily biased towards masculine translations (roughly
67% of the outputs). Interestingly, in the plural,
gender-fair outputs are much more frequent than
in the singular, with the participial form and Bin-
nenI being the most common. We hope that our
work fuels more research on gender-fair language
in English-to-German MT.

Bias Statement. We collect English-to-German
system outputs and analyze the overt gender of
the translations. If a gender-fair output is present,
we categorize it into its specific form. Our work
therefore addresses overt gender bias in the out-
put, and, accordingly, the issue of representational
harm (stereotyping and exclusion) (Barocas et
al., 2017).

2 Related Work

Bilingual dictionaries are bedrocks of various lin-
guistic applications, including language learning
(Thompson, 1987) and translation. Motivated by
such an important role, several efforts have studied
how to extract them at scale (Nagata et al., 2001) or
integrate them in neural machine translation sys-
tems (Duan et al., 2020; Zhang et al., 2021). In

this paper, we study modern commercial transla-
tion systems’ as EN-DE bilingual dictionaries with
a focused eye on gender-fair forms.

Our work is part of a broader discourse on fair-
ness and inclusivity in machine translation. Neu-
ral and commercial systems are known to en-
code stereotypical views on genders (Savoldi et al.,
2021), leading to brittle gender inflection capabil-
ities in grammatical gender languages (Stanovsky
et al., 2019; Attanasio et al., 2023), covert biases
in genderless languages (Ciora et al., 2021), and
inadequate handling of neo-morphemes (Lauscher
et al., 2023) and named entities (Saunders and
Olsen, 2023). Further, systems are nearly inca-
pable of gender-neutral translation for human en-
tity nouns in EN-IT (Piergentili et al., 2023) and
DE-EN (Savoldi et al., 2023). To ground au-
tomatic translation with human practices, recent
studies have reported on neutralization and gender-
inclusive strategies used by professional transla-
tors (Daems, 2023; Paolucci et al., 2023) and MT
post-editors (Lardelli and Gromann, 2023a).

These findings and research efforts underscore
the need for our research on commercial MT dic-
tionary capabilities. As Sinclair poses it, static,
bilingual dictionaries suffer from gaps in cover-
age, e.g., failing to include neologisms (Atkins,
1996). This work studies whether modern com-
mercial systems have fixed on traditional gender
forms or are indeed “meeting the needs of the mul-
tifarious user.”

3 Background

As a basis for this work, we first introduce the
relationship between gender and language (§3.1),
followed by the definition of gender-fair language
(GFL) (§3.2), and possible strategies in German
(§3.3).

3.1 Linguistic Gender

The term gender may refer to a linguistic feature
and an extra-linguistic reality. Linguistic gender
can be divided into grammatical, lexical, and ref-
erential (Cao and Daumé III, 2020; Corbett, 1991).
Grammatical gender pertains to the classification
of nouns into categories such as masculine, fem-
inine, and neuter. For instance, “sun” is mascu-
line in Italian (“il sole”) but feminine in German
(“die Sonne”). Lexical gender describes the se-
mantic property of femaleness or maleness of a
noun, such as “mother” and “father”. Referential
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gender refers to the extra-linguistic reality, i.e., the
gender of a noun reflects the gender identity of the
referent, e.g., “Schauspieler” (EN: male actor) and
“Schauspielerin (EN: female actor) in German.

Based on linguistic gender, languages can be
classified into grammatical gender, notional gen-
der, and genderless languages (Stahlberg et al.,
2007; McConnell-Ginet, 2013). The first, e.g.,
German, have grammatical, lexical, and referen-
tial gender. Consequently, they are highly inflected
and mark gender very often. The second, e.g., En-
glish, usually have lexical and referential gender.
Therefore, they are sometimes marked for gender.
Genderless languages, e.g., Turkish, have only lex-
ical gender and rarely carry gender inflection.

3.2 Gender-Fair Language
A common linguistic phenomenon in grammati-
cal and notional gender languages is the masculine
generic, i.e., the use of masculine forms to refer
to both men and people in general. This specific
language practice has drawn the attention of femi-
nists who, in the field of linguistics and translation
studies amongst others, have analysed how patriar-
chal language is used to oppress women and conse-
quently advocated for GFL (Simon, 1996; Kramer,
2016).

As in Sczesny et al. (2016), we use “gender-
fair” to subsume both gender-neutral and gender-
inclusive approaches. The former avoid gender
marking by using passive constructions, indefi-
nite pronouns, and gender-neutral nouns. The lat-
ter make all genders visible through typographical
characters (e.g., gender star (*) in German), sym-
bols (e.g., schwa (@) in Italian), and neomorphemes
(e.g., “e” in Spanish).

Furthermore, the relationship between linguis-
tic gender and gender identity is not one-to-one
(Cao and Daumé III, 2020). In many European
languages, only the masculine and feminine gen-
der are used in reference to people (Deutscher,
2010). Therefore, non-binary representation re-
quires breaking traditional grammar rules and new
GFL strategies have been proposed in the last
few years (Lardelli and Gromann, 2023b; López,
2019).

3.3 Gender-Fair German
Lardelli and Gromann (2023b) provide an
overview of GFL strategies in German, which
we summarise here due to space constraints. The
researchers identify four main approaches:

1. Gender-Neutral Rewording: strategies to
avoid gender marking, e.g., the use of par-
ticipial forms, passive constructions, and
gender-neutral terms.

2. Gender-Inclusive Characters: e.g., gender
star (*) is used to separate masculine and
feminine forms of words as in “der*die Au-
tor*in” (EN: the author), usually to avoid
masculine generics.

3. Gender-Neutral Characters: e.g., “x” is used
to replace gender suffixes (e.g., “dix Autorx”)
in contexts where gender is unknown or irrel-
evant to the context of the conversation.

4. Gender-Fair Neosystems: for instance, “ens”
is used as a morpheme to create new articles
(e.g., “dens”), pronouns (e.g., “dens”), and
nouns (e.g. “Authorens”). These strategies
are usually devised by non-binary people as a
means to be included in language.

4 Method

The proposed method is inspired by research on
gender bias in MT (Savoldi et al., 2021), combin-
ing the creation of a dataset – containing common
nouns referring to people –, its automatic transla-
tion with three commercial MT systems (DeepL2,
Google Translate3, and Microsoft Bing4), and their
output analysis.

Since there is currently no standard for GFL
and, as found in studies on translation and post-
editing (Lardelli and Gromann, 2023a; Lardelli,
2023), its implementation varies greatly. There-
fore, we started from the “Genderwörterbuch”5.
This is a community-created German vocabulary
where users add gender-fair, usually neutral, al-
ternatives to terms commonly marked for gender.
The terms contained in the vocabulary are usually
nouns referring to people, but the resource also
contains expressions with pronouns (e.g. “der eine
oder der andere”, EN: “one or the other”) and
short phrases (e.g. “Das Angebot richtet sich an
Anfänger und Fortgeschrittene”, EN: “the offer is
aimed at beginners and advanced students”). We
focused on nouns referring to people and used the
vocabulary to select suitable terms for our study.

2https://www.deepl.com/translator
3https://translate.google.com
4https://www.bing.com/translator
5https://geschicktgendern.de/
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We first randomly selected 128 lemmas. We
filtered out those that are already neutral, e.g.,
“Star”, whose grammatical gender is masculine,
but it is used for all genders and has no other
inflected variants. We also removed polysemous
terms, e.g., “aid”, to facilitate translation into En-
glish. The final size of our datasets is 115 lemmas.

After translating each of the sampled lemmas
into English, one of the authors also enriched the
dataset with the English plural form. An extract
from our dataset is shown in Table 1. To date,
most research on gender bias in MT focuses on
the translation of professions only (Prates et al.,
2020). Conversely, our dataset includes common
nouns too (e.g., “donor”).

German Lemma English Singular English Plural

der Leser the reader the readers
der Berater the counsellor the counsellors

Table 1: Examples for entries in our dataset

MT systems are increasingly used as bilingual
dictionaries (Cotelli Kureth et al., 2023). We were
interested in widely used commercial MT systems,
such as DeepL, Google Translate, and Microsoft
Bing, as possible English-to-German gender-fair
dictionaries. Although to a different extent, these
tools offer dictionary functions and/or propose
some alternatives for each translation. Therefore,
between December 2023 and April 2024, we back-
translated the English terms included in our dataset
into German, both in the singular and plural, via
the User Interface (UI) of each of the selected MT
systems.

First, we conducted an exploratory study by
translating the first 20 terms in our dataset. For
each English term, we pasted the translations along
with all the alternatives proposed by the MT sys-
tems into an Excel sheet. We initially translated
terms along with the definite article. This is im-
portant because in German some nouns have only
a gender form but require masculine or feminine
articles, e.g. “der/die Bedienstete” (EN: “the em-
ployee”). However, we noted that Google Trans-
late and Microsoft Bing provide only one transla-
tion when doing so. Therefore, for these two sys-
tems, we re-translated the terms by omitting the
definite article.

We discarded Google Translate and Microsoft
Bing based on the initial findings (§5.1): the al-
ternative translations proposed by both systems

are usually in the masculine form. Conversely,
DeepL’s outputs contain gender-fair alternatives
considerably more often. Hence, we translated the
whole dataset only with DeepL. One of the authors
– an expert in GFL and translation – evaluated the
translations. In the first step, a quantitative analy-
sis was conducted: the author annotated the overt
gender of the translation, i.e., masculine (M), femi-
nine (F), gender-inclusive (GI), and gender-neutral
(GN). Wrong translations (W) were also anno-
tated. In Table 2, an example of the annotation
for the translations of the English term “the col-
leagues” is reported. In this context, wrong refers
to semantics (i.e., the German term has a differ-
ent meaning than the English source), and gram-
mar (e.g., wrong number or no agreement between
article and noun). In the second step, the focus
was on the type of gender-fair language strategy
used by the system. Finally, another author whose
first language is German replicated the analysis in
order to validate the results. The percentage agree-
ment between the two raters was calculated. Dif-
ferences in the annotation were discussed to reach
a consensus.

5 Results

First, we summarise the results of the exploratory
study (§5.1), then we provide an overview of
the results obtained with DeepL and focus on
the overt gender of the machine-translated out-
puts in German (§5.2). We subsequently ana-
lyze which gender-fair, i.e., inclusive and neutral,
strategies are found in the singular (§5.2.1) and
plural (§5.2.2).

5.1 Findings from the Exploratory Study

Table 3 presents an overview of the results of the
exploratory study with Google Translate (GT), Mi-
crosoft Bing (MB), and DeepL. The table focuses
on the overt gender of the machine translations for
the first twenty seed words in our dataset: M indi-
cates masculine, G feminine, GI gender-inclusive,
GN gender-neutral, W wrong translation, T the
sum of all translations including the alternatives
proposed by the MT systems.

First, when translating single nouns without an
article, both Google Translate and Microsoft Bing
usually, but not always, provide gender-specific
translations for the masculine and the feminine
(Kuczmarski, 2018; Translator, 2023). This fea-
ture, however, does not seem to be available for
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Source Term Translations Overt Gender GFL Strategy

M F GI GN W

The colleagues Die Kollegen x
Die Kolleginnen und Kollegen x double form
Die Mitarbeiter x
Die Kollegen und Kolleginnen x double form

Table 2: Annotation example for the German translations of “the colleagues”

M F GI GN W T

GT Singular 32 13 0 2 5 52
Plural 19 6 0 1 0 26

MB Singular 25 1 0 3 3 32
Plural 29 0 2 6 0 37

DeepL Singular 49 17 2 1 7 76
Plural 43 2 14 9 4 72

Table 3: Results from the exploratory study: overt gender of
the machine translations in the singular and plural

the German language in Bing Translator and it is
not available at all in DeepL.

Second, we noted that all systems are systemat-
ically biased towards the masculine forms, which
represent more than half of all translations. While
all systems also provide possible alternative trans-
lations, Google Translate and Microsoft Bing gen-
erally default to the masculine. For instance, the
first system outputs “Siedler” (EN: settler, mas-
culine) and “Siedlerin” (EN: settler, feminine)
as a gender-specific translation for the English
noun “settler” but it also suggests two synonyms
in the masculine form, i.e., “der Ansiedler” and
“der Kolonist”. Both gender-inclusive (0-2%) and
gender-neutral (1-6%) are rare in Google Trans-
late’s and Microsoft Bings’s outputs and occur
more often in DeepL, i.e. up to respectively 14%
and 9% in the plural.

Finally, the number of alternative translations
provided by Google Translate considerably de-
creases in the plural. DeepL is the system that pro-
vides the highest amount of alternatives, e.g. 76
translations against 52 (Google Translate) and 32
(Microsoft Bing) in the singular. Based on these
preliminary findings, we decided to continue the
study by translating our entire dataset with DeepL
only.

5.2 General Findings with DeepL

Table 4 summarises the results for the translation
of both singular and plural words contained in our
dataset. The table focuses on the overt gender of

the DeepL outputs. Note that the total of transla-
tions does not amount to 115 because we analysed
all alternatives suggested by the system.

M F GI GN W

Singular N 285 79 6 17 44
% 66 18 1 4 10

Plural N 279 9 45 62 20
% 67 2 11 15 5

Table 4: Translation results with DeepL: overt gender of the
singular and plural terms

The percentage agreement between the two
raters was 96% in the overt gender annotation. The
differences were discussed. In most cases, one of
the two raters made a mistake in the gender an-
notation. For instance, the English term “moun-
taineer” was translated amongst others as “Berg-
bewohner”, which indicates a person who lives in
a mountain area. The second rater annotated this
alternative as semantically wrong, which is not.
An interesting source of disagreement in the an-
notation was the use of neutral forms in the plural.
For example, the term “prosecutors” was translated
as “Staatsanwaltschaft” and its plural form “Staat-
sanwaltschaften” was suggested as well (EN: “ of-
fice(s) of the Public Prosecutor). One rater con-
sidered “Staatsanwaltschaft” as a wrong transla-
tion. However, the term is a collective noun and
it could therefore be argued that it may be used
for one or more referents, in this case one or more
prosecutor(s). It is not always possible or desirable
to decide if the translation of a single term is cor-
rect without analysing its use in a broader context,
which represents a limitation of the present study
(see §6) and, more generally, of the use of MT sys-
tems as dictionaries.

DeepL is strongly biased towards the mascu-
line gender, which appears in about 67% of the
translations both in the plural and in the singular.
Feminine translations occur less frequently, i.e., in
18% of the outputs for the singular. This value
drops to 2% in the plural. The number of gender-
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inclusive and neutral forms is very low in the sin-
gular, 1% and 4% respectively. This value, how-
ever, considerably increases in the plural to 11%
and 15%. Since words in isolation were trans-
lated and DeepL lacked contextual information for
the selection of an appropriate term, semantically
and/or grammatically wrong translations make up
10% and 5% of the outputs respectively, e.g., “De-
potbank” (EN: “custodian bank”) as a translation
for the person term “custodian”.

5.2.1 Gender-Fair Forms in the Singular

In the singular, two gender-inclusive strategies
were found, as shown in Table 5. The first is
the use of masculine and feminine forms sepa-
rated by a slash, e.g., “der Sportler/die Sport-
lerin” (EN:“sportsperson”), which occurred four
times in the translated dataset. The second is us-
ing a slash to combine the masculine and femi-
nine definite article and a participial form for the
noun, e.g., “die/der Vorsitzende” (EN: “the chair-
person”), which occurred twice. Note that these
approaches are not inclusive of non-binary people:
the use of gender star, e.g. “der*die Sportler*in”
and “der*die Vorsitzende”, would be the most
common gender-fair alternative nowadays to indi-
cate that there are more than two genders.

Gender-Inclusive N

masculine/feminine 4
article with / + participial form 2

Table 5: Gender-inclusive forms in the singular

Gender-neutral forms were slightly more fre-
quent and three main strategies were found, as
shown in Table 6. The first was the use of ab-
stract, usually collective, nouns, e.g., “die Projek-
tleitung” (EN: “the project leadership” instead of
“the project leader”), which occurred nine times.
The second was the use of a noun that is al-
ready gender-neutral, e.g., “der Neuling” (EN:
“the beginner”), which occurred four times. In
these cases, the German term has the mascu-
line grammatical gender, but it is commonly used
for all genders. The third strategy found in
the translation outputs was the use of the term
“Person” (EN: “person”) or “Mensch” (EN: “hu-
man”) to build gender-neutral compounds, e.g.,
“die Geschäftsperson” (EN: “the businessper-
son”). This strategy too occurred four times.

Gender-Neutral N

Abstract Nouns 9
Neutral Nouns 4
Expressions with Person 4

Table 6: Gender-neutral forms in the singular

5.2.2 Gender-Fair Forms in the Plural
Gender-fair outputs were more frequent in the

plural. Three gender-inclusive strategies were
found. The first was the BinnenI, e.g., “die
MinisterInnen” (EN: the ministers), and occurred
twenty-two times in the translated dataset. The
BinnenI is similar to gender-inclusive characters,
such as gender star (*), which are now more com-
mon in German (Körner et al., 2022). The second
strategy was the use of double forms, i.e., the mas-
culine and feminine gender are mentioned as in
“Die Koordinatorinnen und Koordinatoren” (EN:
the coordinators). It occurred twenty times in the
translations. The last gender-inclusive strategy is
the use of a slash (/) as an inclusive character, e.g.,
“die Blogger/innen” (EN: the bloggers).

Gender-Inclusive N

BinnenI 22
Double Forms 19
Slash 4

Table 7: Gender-inclusive forms in the plural

As concerns gender-neutral language, the same
strategies as in (§5.2.1) were found with the addi-
tion of participial forms, which were the most fre-
quent with twenty-two occurrences. German verbs
can be nominalized by using participial forms,
e.g., “die Abgefraten” (EN: “the respondents”) as
found in the analysed translations. While the arti-
cles and/or the noun declension is gender-specific
in the singular, participial forms are gender-neutral
in the plural – hence, they are a quite common
strategy to avoid the generic masculine.

Gender-Neutral N

Participial Forms 22
Abstract Nouns 20
Compounds with People 11
Neutral Nouns 7

Table 8: Gender-neutral forms in the plural

Abstract nouns occurred frequently too, i.e.,
twenty times. For instance, “the prosecutors” was
translated into “die Staatsanwaltschaft” which,
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back-translated into English, indicates the office of
the Public Prosecutor. Expressions with the term
“Leute” (EN: people) were found eleven times in
the translated dataset, e.g., “die Bauleute” for “the
builders”. Finally, neutral nouns were the least
common gender-neutral strategy with seven occur-
rences, e.g., “Die Grundschulkinder” for “the pri-
mary school pupils”.

6 Discussion

In the present contribution, we were interested in
using three commercial MT models as English-to-
German gender-fair dictionaries. Unsurprisingly,
the results suggest that commercial MT models
are still systematically biased towards masculine
forms when translating from a notional gender, En-
glish, into a grammatical gender language, Ger-
man.

In our exploratory study, we find that Google
Translate usually generates gender-specific trans-
lations, but only in the masculine and feminine
genders. This feature is not available in Mi-
crosoft Bing and DeepL. Both Google Translate
and Microsoft Bing provide alternative transla-
tions, usually synonyms, in their dictionary inter-
face. These alternatives are, however, generally
masculine. Conversely, DeepL offers numerous al-
ternatives that are also gender-fair.

The main study confirms that DeepL is heavily
biased towards the masculine with about 67% of
outputs having this overt gender both in the sin-
gular and plural. A great difference emerges be-
tween singular and plural: the number of femi-
nine translations significantly decreases from 18%
to 2%. Conversely, the number of gender-inclusive
and neutral translations increases from 1% to 11%
and 4% to 15% respectively. There are at least two
main reasons for this phenomenon.

First, some nouns are gender-specific in the sin-
gular form, but not in the plural. For instance, the
term “traveller” has different declensions. Without
articles, the masculine form is “Reisender” whilst
the feminine is “Reisende”. In the plural, there is
one form only, i.e., “Reisende”. Second, German-
speaking countries have a relatively strong femi-
nist tradition and gender-fair language policies to
avoid masculine generics were introduced several
years ago (Sczesny et al., 2016). GFL is now quite
common in, e.g., administrative texts where differ-
ent gender-fair strategies, such as participial forms
and gender star (*), are increasingly used for the

declension of plural terms (Körner et al., 2022).

In the translations generated by DeepL, several
gender-neutral and inclusive forms were found.
Gender-neutral forms included compounds with
neutral terms such as person (e.g. “der speku-
lative Mensch”, the speculating person), abstract
nouns (e.g., “die Staatsanwaltschaft”, the prose-
cutor’s office), and participial forms (e.g. “die
Vorsitzenden”, the presidents). Gender-inclusive
forms were also found, including BinnenI (e.g.
“die KoordinatorInnen”, the coordinators), slash
(e.g. “die Mitbürger/innen”, the fellow citizens),
and double forms (e.g. “die Betreuerinnen und Be-
treuer”, the counsellors).

Though DeepL seems to be receptive of gender-
fair forms that, probably quite rarely, occur in the
training data, gender-inclusive strategies found in
the outputs are usually outdated mostly because
they are considered inclusive of binary genders
only. For instance, BinnenI was once commonly
used and studies about its effect on mental repre-
sentations date back more than twenty years ago
(Stahlberg and Sczesny, 2001). This strategy has
nowadays been replaced by the use of gender-
inclusive characters such as gender star (*) (Körner
et al., 2022).

The findings of this study show how current
commercial MT systems cannot keep up with lin-
guistic change. The field of gender-fair language
is constantly evolving and there is yet no one-
size-fits-all solution to issues of gender represen-
tation (Gromann et al., 2023). In fact, the selec-
tion of a gender-fair language strategy is highly
context-dependent (Lardelli and Gromann, 2023a;
Gromann et al., 2023; Lardelli, 2023). For this
reason, future research endeavours on MT debias-
ing should be the result of interdisciplinary efforts,
involving computational linguistics, sociolinguis-
tics, and translation studies amongst others.

To conclude, we discuss three major limitations
of the present study. The first concerns the non-
replicability of the results. Unfortunately, we don’t
have insights into the system used by Google,
DeepL, and Microsoft Bing. Updates and/or re-
training may lead to changes in the outputs over
time. The second involves the analysis of gender-
neutral and inclusive strategies. As already ex-
plained, there is no standard for GFL and creativ-
ity is often required. The soundness of gender-
fair solutions might hence be judged differently
among experts and, more importantly, depends on
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the broader context, i.e. at least the text, in which
such solutions are used. Finally, we considered
one language pair only because of the high amount
of manual work involved in the translation of our
dataset and its analysis.

7 Conclusion

In this study on gender bias in MT, we investigated
the use of three commercial systems as English-
to-German gender-fair dictionaries. Drawing on a
community-created gender-fair dictionary, we de-
veloped a dataset including 115 gender-specific
terms for which gender-fair alternatives in German
were proposed. We then provided the terms with a
translation in English both in the singular and plu-
ral form. Subsequently, we conducted a brief ex-
ploratory study with DeepL, Google Translate, and
Microsoft Bing by back-translating into German
the first 20 seed nouns contained in our dataset.

The results from this exploratory study show
that all systems default to male forms. Moreover,
Google Translate usually provides gender-specific
translations in the masculine and feminine, and
Microsoft Bing offers synonymous translations in
the masculine form only. For these reasons, we
further conduct our study with DeepL which usu-
ally generates three to four translations per seed
word.

In a nutshell, our findings seem to suggest that
GFL is starting to appear in DeepL outputs, prob-
ably due to the relatively widespread GFL use in
German-speaking countries. Nevertheless, DeepL
still generates gender-fair forms inconsistently and
far more often in the plural. Finally, the gender-
inclusive forms found in the machine translations
are generally outdated and exclusive of genders be-
yond the binary – an issue still under-researched
within translation studies and computational lin-
guistics with few exceptions (Saunders et al., 2020;
Lauscher et al., 2023; Lardelli and Gromann,
2023a).
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