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Abstract

Conversational AI is a subtype of Human-
Computer Interaction that has gained wide
adoption. These systems are typically pow-
ered by Large Language Models (LLMs) that
use Retrieval Augmented Generation (RAG) to
infuse external knowledge, which is effective
against issues like hallucination. However, au-
tomatically evaluating retrieval augmented con-
versations with minimal human effort remains
challenging, particularly in online settings. We
address this challenge by proposing a lexical
metric, and a novel method for combining it
with other metrics, including semantic mod-
els. Our approach involves: (1) Conversational
Information Utility (CIU), a new automated
metric inspired by prior user studies on web
search evaluation, to compute information over-
lap between conversation context and grounded
information in an unsupervised, purely lexi-
cal way; and (2) a generalized reward model
through Mixture-of-Experts (MoE-CIU) that
dynamically ensembles CIU with other metrics,
including learned ones, into a single reward.
Evaluation against human ratings on two public
datasets (Topical Chat and Persona Chat) shows
that CIU improves correlation against human
judgments by 2.0% and 0.9% respectively com-
pared to the second best metric. When MoE
is applied to combine lexical and learned se-
mantic metrics, correlations further improve by
9.9% and 5.0%, suggesting that unified reward
models are a promising approach.

1 Introduction

Conversational AI is a specific type of Human-
Computer Interaction that has been widely studied
in recent years (Ouyang et al., 2022; Team et al.,
2023), leading to the development of multi-purpose
chat assistants (e.g. ChatGPT, Claude) based on
Large Language Models (LLMs). However, as
more customers interact with such assistants, ad-
dressing limitations like hallucination, factual con-
sistency, prompt brittleness and controllability has

gained more attention (Kaddour et al., 2023). One
widely-adopted solution is Retrieval Augmented
Generation (RAG), which allows choosing a con-
text document (dcontext) to ground LLM responses,
and increase truthfulness with respect to the source
document (Lewis et al., 2020).

Our work focuses on the task of automatically
assessing the quality of retrieval-augmented re-
sponses in knowledge-grounded conversations. By
examining both the context and the response, we
estimate the degree to which the retrieved docu-
ment was used in generation, in order to identify
uninformative or inconsistent responses. Our ap-
proach is designed for real-time use, where using
a large model may be infeasible. Compared to of-
fline tasks, online evaluation (e.g., live monitoring
of defects) requires efficient solutions. Recent work
utilizes LLMs, either through prompt engineering
or fine-tuning, to automatically predict evaluation
metrics and reduce dependency from human an-
notators (Thapa et al., 2023; Chan et al., 2023).
Despite demonstrated potentials, a large number of
parameters, high latency, and potential legal issues
significantly limits deploying LLM-based solutions
for live traffic monitoring. As an alternative, we
propose an approach that combines much simpler
and scalable metrics to predict user ratings, or po-
tentially other business metrics. Our approach can
also support offline evaluations, and is relevant
to recent trends in Reinforcement Learning from
Human Feedback (RLHF), which aligns LLM re-
sponses toward human preferences (Ouyang et al.,
2022; Bai et al., 2022; Rafailov et al., 2024).

Early attempts on automatic dialog evaluation
relied on existing metrics (e.g. BLEU) from ma-
chine translation literature to evaluate assistant con-
versations against ‘gold’ conversations (Papineni
et al., 2002). However, defining the full space of
‘gold’ conversations is infeasible due to the non-
deterministic nature of dialogs and many existing
works simply penalize any response that slightly de-
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viates from ‘gold’ (Chen et al., 2019). On the other
hand, learned, semantic conversational quality met-
rics trained on labeled data tend to show higher
correlations against human judgements than exact
word-overlap metrics, because word embedding-
based approaches can compute overlap in a ‘soft’
way that accounts for lexical variation, e.g. , (Sel-
lam et al., 2020; Lowe et al., 2017a). However,
such ‘soft’ approaches also suffer from different is-
sues, such as over-fitting, performance degradation
on longer inputs, or learning similar representations
for antonyms.

To address these gaps, we ask: is it feasible to
unify multiple independent metrics into a single
reward? To answer this question, we investigated
two research questions:

Q1 What is the most effective and robust stan-
dalone metric (whether lexical or learned) that
aligns with human ratings from open-source
knowledge-grounded conversations?

Q2 Given a set of independent metrics, how much
improvement does a unified reward model
gain compared to the best standalone metric?

For Q1, previous studies on ‘exact’ word over-
lap metrics showed they correlate poorly with hu-
man preferences, such as question answering ac-
curacy (Chen et al., 2019) and response appropri-
ateness (Lowe et al., 2017b). To address this, we
compare our newly proposed lexical metric, Con-
versational Information Utility (CIU), which is
inspired from user-centric studies on web search
evaluation (Azzopardi et al., 2018; Moffat et al.,
2013) against existing metrics. A key insight is
that for the user to gain useful information, they
must ask a series of questions, or make statements,
that cause the conversational system (or human
partner) to respond with information overlapping
with dcontext. Our main novelty is how CIU quanti-
fies information overlap to reward relevancy, infor-
mation novelty and conciseness while penalizing
repetitive information and high user effort. Ex-
periments validate that CIU improves correlation
against human ratings by 2.0% and 0.9% against
the second best metric on Topical Chat (Gopalakr-
ishnan et al., 2019) and Persona Chat (Zhang et al.,
2018) datasets for predicting Overall Ratings.

For Q2, we experiment with different ensemble
learning strategies to (1) validate whether previ-
ously identified strong metrics are considered as
strong predictors (metrics); (2) demonstrate the

superiority of an unified reward compared to any
standalone metric. Experimental results in feature
selection ratio show that CIU is selected 76.4%
across 17 different feature selection approaches,
which justifies our findings on Q1. When Mixture-
of-Experts (MoE) (Masoudnia and Ebrahimpour,
2014) was applied, the resulting MoE-CIU model
further improved correlation with human ratings
by 9.9% and 5.0% on Topical Chat and Persona
Chat compared to the best standalone metric. In
summary, our contributions are:

• A simple and effective lexical metric for es-
timating Conversational Information Utility
(CIU) within information-seeking retrieval
augmented conversations

• A generalized, domain-agnostic model MoE-
CIU that utilizes Mixture of Experts to dy-
namically adjust metric weights of different
modalities into an unified reward signal

2 Related Work

Web Search Evaluation and Utility For search
engine evaluation, evaluation measures evolved
from precision- and recall-based to utility- and
cost-based with more emphasis on interactions be-
tween users and search results (Moffat et al., 2013).
This is because simply measuring how well search
engine ranks relevant documents does not always
translate to increased user satisfaction. To model
interactions, additional information such as like-
lihood of user continuing or stopping after at a
given rank or estimated effort to read each docu-
ment (Zhang et al., 2017; Sakai and Dou, 2013)
is considered when defining a utility (Wicaksono
and Moffat, 2020). Overall, web-search utility is
an aggregated metric that combines precision and
recall of ranked documents with user interaction
signals derived from search logs.

However, the main challenge is on applying
these intuitions to multi-turn conversations. In con-
versational settings, many existing word-overlap
and learned metrics (Papineni et al., 2002; Tao et al.,
2017; Zhang et al., 2019) still rely on word over-
lap or semantic similarity to evaluate responses
while neglecting potential user interactions. An
ideal utility should holistically consider word-level
precision, semantic relatedness, novelty of infor-
mation, repetition, conversational history and user
effort to evaluate conversations.
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Learned Metrics One popular approach is to uti-
lize pretrained contextual embeddings from Trans-
former models to compute a similarity score be-
tween two texts. For example, BERTScore (Zhang
et al., 2019) computes a token-level similarity ma-
trix and re-weights the scores based on IDF scores
to boost signals from more novel matches. ADEM
(Lowe et al., 2017b) uses a hierarchical RNN en-
coder to predict human-annotated ratings on Twit-
ter data. While ADEM requires human judgments,
RUBER-BERT (Ghazarian et al., 2019; Tao et al.,
2017) uses an unsupervised negative sampling strat-
egy to train a model that measures information
relatedness between query and response. USR
(Mehri and Eskenazi, 2020) is another transformer-
based model that is shown effective for evaluating
model generated responses. To evaluate USR, the
authors sampled a small number of conversations
from Topical Chat and Persona Chat datasets to
annotate several useful ratings (e.g. overall rating
of responses), which we adopt for our evaluations.

Mixture-of-Experts Models When there are
multiple representations of the same input, e.g.
complementary representations computed by differ-
ent expert modules, the Mixture-of-Experts (MoE)
approach (Masoudnia and Ebrahimpour, 2014) can
take these independent knowledge sources and con-
ditionally combine them into a joint representation
(Shazeer et al., 2017). It does so by training a gat-
ing mechanism that dynamically assigns weights
to the experts, depending on the input (Jain et al.,
2019). MoE has been shown to be effective in
various settings such as combining Support Vector
Machines (Collobert et al., 2002), hierarchical net-
works (Yao et al., 2009) and Named Entity Recog-
nition (Meng et al., 2021). For our use case, each
expert is a representation of different metrics. By
training a gating network to dynamically weight
experts per instance, we expect MoE to improve
over heuristic-based feature combination strategies,
such as sum or mean of different metrics (Ghazar-
ian et al., 2019).

3 Proposed Metrics and Models

We define our task and usefulness ratings, followed
by details on CIU and MoE-CIU approaches.

3.1 Usefulness Rating Prediction Task

Given a conversation history (C) and a specific ut-
terance at turn i (utti), our task is to predict how
much useful information (Rosset et al., 2020) is

present at utti, with respect to the retrieved knowl-
edge (dcontext). Usefulness ratings (1.0 - 5.0) mea-
sures whether the response helps towards fulfilling
the information needs (i.e. learning new informa-
tion, or asking questions about products in online
shopping). To be useful, utterances should meet
the information needs of users and drive the con-
versation forward to elicit more interaction, while
staying relevant to C and dcontext.

3.2 CIU: Conversational Information Utility
Utility is defined as the fulfillment a user receives
after search, and attempts to model how users
aim to gain optimal overall satisfaction (Mach-
mouchi et al., 2017). We hypothesize that success-
ful information-seeking conversations deliver use-
ful and factually correct information from dcontext.
CIU is specifically designed to rank responses with
respect to salient information overlap in an unsuper-
vised, lexical way. To measure information overlap,
we utilize Rapid Automatic Keyword Extraction
(RAKE) (Rose et al., 2010), an existing algorithm
that extracts and ranks keywords based on word co-
occurrences. Highly ranked phrases from dcontext
are then matched against tokens from each turn,
combined with multiple token-level discounting
criteria, which are discussed in next sections.

We define information overlap as the sum of all
token-level match score between utti and each
sentence dsent from dcontext. In case dcontext is
long and contains many paragraphs irrelevant to
utti, we limit dsent to only those from the most
relevant paragraph if such annotations are available.
However for other datasets without annotations, we
apply RAKE to dcontext to extract highly relevant
phrases. For simplicity, we use the same notation
dsent for extracted phrases.

CIU is a normalized, discounted information
overlap. For each turn (i), it is calculated as:

CIUi = [

dsent∑

token

score(token, utti) · γ
freq(token)

]− Ei.

(1)

CIU accepts any scoring function score which
outputs a relevance score between each token
in dsent and utti. Here, we use a binary func-
tion that outputs 1 if each token from dsent ap-
pears in utti and 0 otherwise. Although binary
scoring seems rudimentary, preliminary experi-
ments showed that embedding-based token similar-
ity scores were noisy and did not generalize well
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across diverse samples. Another reason to favor
binary scores is that CIU is meant to be purely lex-
ical and efficient; embedding-based similarity can
significantly slow down predictions as token-level
comparisons are expensive. Eq. 1 also has sev-
eral discounting terms: γ is position-based, freq
is word frequency-based, and Ei is an effort dis-
counting term that subtracts time required to read
utti. Next, we describe the discounting terms.

Position-based discounting Each score is dis-
counted based on which position token appears in
utti. For example, we boost weights of score that
appears earlier in utti. This was inspired from
earlier work (Sakai and Dou, 2013), which claims
the value of relevant information decays based on
how much user effort is required to process infor-
mation. This is particularly effective for longer
utti since users prefer useful information to appear
earlier than later. We adopt the linear discounting
proposed from same earlier work:

γ = max(0, 1− pos(token)/|utti|), (2)

where pos(token) is the token index, and |utti|
is the number of tokens in utti.

Frequency-based discounting Without fre-
quency discounting, all tokens are treated equally
regardless of how frequent or novel they are. Prior
work (Qi et al., 2020) computes informativeness as
how many unseen tokens from information units
overlap with an answer, measured with a unigram
precision function. However, this assumes all
repetitive information is irrelevant. Ideally, our
utility function should assign smaller weights to
frequently observed tokens and higher weights
to novel tokens. The simplest way of achieving
this is to divide each token score by token’s term
frequency (TF), which is measured and updated
throughout the conversation.

User effort and cost Several methods of evalu-
ating search engines have considered the trade-off
between user effort (E) and relevance gain (Zhang
et al., 2017; Azzopardi et al., 2018). In conversa-
tional settings, we hypothesize that turn-level effort
(Ei) can be approximated by computing the total
time a user has spent each turn to read a response.
To understand how Ei influences user satisfaction,
we analyzed turn-level human annotations from
Topical Chat and Persona Chat corpus. Accord-
ing to Figure 1, we first observed that users are

less likely to rate longer utterances as useful than
shorter utterances. To quantify this relationship,
we computed Spearman correlation between use-
fulness ratings and character length. There is a sta-
tistically significant negative correlation of -0.203
(p < 0.001), justifying the need for a length-based
effort discounting.

Figure 1: A box plot showing the distribution of ut-
terance length, divided into five equal-sized bins, over
human-annotated usefulness ratings from Topical Chat
and Persona Chat.

The simplest way of penalizing longer utterances
is assuming a constant cost (reading speed) per
character, Cchar.

Ei = Cchar ∗ |utti| (3)

Then, E required per turn is subtracted from
CIUi to favor shorter turns with identical informa-
tion as shown in Equation 1. Note that this value
can be tuned for different datasets if human anno-
tations are available. Otherwise, we propose to
reuse our value 0.005, which was tuned against
open-source dialogs with human annotations.

3.3 MoE-CIU: Mixture-of-Experts with CIU
Next, we focus on methodologies to model an uni-
fied reward from independent metrics. Perhaps
the simplest way of leveraging multiple metrics is
computing the average or sum. However, previ-
ous work (Ghazarian et al., 2019) highlighted that
simple arithmetic operations on raw metric values
degrades performance since each metric captures
orthogonal measures of relatedness or utility in dif-
ferent scales. Hence, we propose an MoE approach
to dynamically normalize and combine the metrics
with weights that vary over the input.

MoE requires vectors as inputs rather than scalar
scores. Instead of using raw metric scores, we cat-
egorize metric scores to one of N bins based on
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each score distribution. For bin size, we found that
N = 5 gives the best performance. Then, we cre-
ate trainable embedding layers of dimensionality
(M,N,D) where M is the number of metrics to
combine, N is the number of bins, and D is a hy-
perparameter that defines the embedding size. For
our experiments, we used (6, 5, 16).

Two different feature combination strategies
were explored. First, we trained a baseline MoE-
Concat that uses a concatenated vector of label rep-
resentations to predict scores. The second model
MoE-CIU uses the MoE gating mechanism (Meng
et al., 2021) to learn input-dependent weights for
each metric to compute a final score. Both ap-
proaches can be trained as a binary classifier (with
cross-entropy loss), or as a regressor (with mean-
squared error loss) depending on use cases.

4 Public Datasets with Human Ratings

We used two publicly available dialog corpora to
evaluate our approach.

Topical Chat Topical Chat (Gopalakrishnan
et al., 2019), contains 11k conversations that are
grounded to web articles (dcontext). For human rat-
ings, we use a subset of more recent and reliable
ratings obtained on the official test split (Mehri
and Eskenazi, 2020), which contains 360 samples.
From multiple available ratings, we selected two
ratings that are most relevant for our scope:

• Overall Rating (0 - 5): What is the overall
impression of this utterance based on under-
standability, naturalness, coherency, interest-
ingness, and relevancy of used knowledge?

• Uses Knowledge (0 - 1): Given the fact that
the response is conditioned on (dcontext), how
well does the response use that fact?

Persona Chat Persona chat (Zhang et al., 2018)
is another popular dataset that contains knowledge-
grounded conversations on different personas
(dcontext). Similar to Topical Chat, Mehri and Es-
kenazi (2020) released a more recent human anno-
tations on 300 test samples. For consistency, we
will choose the exact same type of ratings for our
evaluation.

5 Experimental Settings

We first present an overview of our selected base-
line metrics and evaluation criteria. For Q1, each
metric performance is (1) evaluated independently.

Then for Q2, we experiment with two settings for
metric unification: (2) static combination where op-
timal features (metrics) are pre-selected from exist-
ing feature selection algorithms; (3) dynamic com-
bination that utilizes MoE to automatically learn
and weight all input features.

5.1 Standalone Metrics Evaluation

We compare CIU performances against standard
word-overlap and learned baseline metrics (1)
Random Baseline (2) BLEU; (3) METEOR; (4)
ROUGE-L; (5) RUBER-BERT; (6) BERTScore
(Banerjee and Lavie, 2005; Lin, 2004). Random
baseline is added to highlight the relative difficulty
of different tasks.

To evaluate the effectiveness of individual met-
rics, we compute Spearman rank correlation be-
tween our metric predictions and two different
types of human ratings: (1) ‘Overall’ ratings; (2)
‘Uses Knowledge’ ratings, as discussed in Section
(§4). Spearman correlation was chosen over Pear-
son because Spearman is more suited for bench-
marking monotonic relationship while Pearson
only models linear relationships.

Ablation Analysis on CIU parameters To eval-
uate individual contributions of different discount-
ing terms within CIU, we include an ablation anal-
ysis that systematically removes each discounting
terms on Table 1 and Table 3. Effort terms were
tuned on the Topical Chat training corpus, and used
Cchar = 0.005 for other experiments.

5.2 Unified Reward Evaluation

Static Combination with Feature Selection We
experiment with existing feature selection strate-
gies to first identify strong predictors, and second
train a model to ensemble strong estimators for pre-
dicting human ratings. The evaluation criteria we
adopt is the feature selection ratio, which computes
how many times each metric is identified as a top-k
predictor against others. We experimented with
following feature selection1 strategies:

• Univariate feature selection

• Feature selection using random forest

• Recursive feature elimination

• Forward & backward feature selection

• No feature selection, uses all features
1https://scikit-learn.org/stable/modules/

feature_selection.html
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Since training ensemble models requires labels,
we reserved 50 random samples each from both
datasets for testing and remainders for training.
Support Vector Regressor (SVR) was chosen be-
cause this model achieved the strongest perfor-
mance on multiple experiments over other choices
(e.g., gradient-boosted decision tree). The optimal
hyperparameters were identified using Grid Search.
Since we have only 50 test samples, experiments
were repeated 15 times using different sampling
seeds and performances were averaged to reduce
variance. For consistency, we also report Spearman
correlation against human ratings.

Dynamic Combination with Mixture of Experts
We compare the static feature selection models to
MoE-Concat and MoE-CIU (discussed in Section
3.3), which does not require any feature selection
in theory because Mixture of Experts are designed
to automatically learn and combine different metric
representations. Hence by default, these models
take all features as inputs. Performances are also
averaged over 15 different sampling seeds.

6 Main Results

We present the results on each public dataset, fol-
lowed by ablation study and error analysis.

6.1 Topical Chat Results

Standalone Metric Performance Table 1 lists
the correlation of different metrics in a standalone
setting. Overall, the best CIU configuration that
uses all proposed discounting terms achieved the
highest correlation for predicting Overall Ratings,
which answers Q1. It is impressive that CIU
was able to outperform learned metrics without
any training data. However for predicting Uses
Knowledge, a learned metric (RUBER-BERT) out-
performed CIU by 3.6%. All of correlation co-
efficients reported in Table 1, including the dif-
ference between CIU and the second best lexi-
cal metric (METEOR) are statistically significant
(p < 0.001).

Unified Reward Performance Table 2 shows
the results from different feature selection strate-
gies. The best combination strategy for predicting
Overall Ratings was to simply use all metrics. This
achieved 0.432 Spearman correlation, a +1.7% im-
provement over the best standalone metric, CIU.
All correlations reported in Table 2 are statisti-
cally significant (p = 0.001). For predicting Uses

Metric Overall Ratings Uses Knowledge
Random Guessing 0.016 0.023
BLEU 0.298 0.631
METEOR 0.352 0.716
ROUGE-L 0.339 0.688
RUBER-BERT 0.385 0.778
BERTScore 0.395 0.717
CIU - freq 0.411 0.728
CIU - pos 0.412 0.729
CIU 0.415 0.742

Table 1: Spearman correlation between metric predic-
tions and human ratings on Topical Chat. Ablation study
is indicated with minus sign where freq stands for fre-
quency and pos for position.

Knowledge, the best ‘Recursive-5’ model excluded
ROUGE as the weakest feature, achieving 0.781
correlation. Generally, there is a clear trend that
correlation improves with more features. This is a
strong evidence showing that leveraging multiple
metrics is more effective than any single metric
alone.

For all 17 different feature selection strategies
we note that CIU, RUBER-BERT and BERTScore
were almost always selected. They were also
the top metrics on Topical Chat (Table 1). For
backward selection (which outperform forward se-
lection), we see that ‘Backward-1’ first picks up
RUBER-BERT as the most useful feature, followed
by CIU and BERTScore. Although CIU was best in
predicting Overall Ratings, other feature selection
strategies did not always prioritize CIU on first iter-
ations. Nonetheless, these results demonstrate that
the majority of feature selection strategies consider
CIU and RUBER-BERT as one of the strongest
features, which justifies our findings on Q1.

Having validating the effectiveness of combining
multiple metrics, we trained the MoE-Concat and
MoE-CIU models on the same data splits. To an-
swer Q2, MoE-CIU achieved 0.514 correlation for
Overall Ratings (+8.2% improvement), and 0.799
correlation for Uses Knowledge (+1.8% improve-
ment) against the best static combination approach,
both of which are statistically significant. Accord-
ingly, we claim that MoE-based approaches are
superior to traditional feature selection strategies
as the MoE gating mechanism can dynamically ad-
just the weights of different metrics while feature
selection is binary and static (features are either
used or not, and have a fixed weight).
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Metric Overall Ratings Uses Knowledge BLEU METEOR ROUGE-L CIU RUBER-BERT BERTScore
Univariate 0.427 0.773 ✓ ✓ ✓ ✓ - ✓

Random Forest 0.405 0.721 ✓ ✓ - ✓ ✓ ✓

Recursive-5 0.385 0.734 - ✓ - - - -
Recursive-4 0.392 0.733 - ✓ - - - ✓

Recursive-3 0.396 0.767 - ✓ - - ✓ ✓

Recursive-2 0.411 0.781 - ✓ - ✓ ✓ ✓

Recursive-1 0.422 0.781 ✓ ✓ - ✓ ✓ ✓

Forward-1 0.361 0.729 - - ✓ - - -
Forward-2 0.351 0.742 - - ✓ ✓ - -
Forward-3 0.392 0.747 - - ✓ ✓ ✓ -
Forward-4 0.418 0.757 - - ✓ ✓ ✓ ✓

Forward-5 0.417 0.771 - ✓ ✓ ✓ ✓ ✓

Backward-1 0.389 0.735 - - - - ✓ -
Backward-2 0.386 0.736 - - - ✓ ✓ -
Backward-3 0.403 0.752 - - - ✓ ✓ ✓

Backward-4 0.413 0.761 - - ✓ ✓ ✓ ✓

Backward-5 0.425 0.771 ✓ - ✓ ✓ ✓ ✓

All 0.432 0.778 ✓ ✓ ✓ ✓ ✓ ✓

Selection Ratio - - 5 (29.4%) 9 (52.9%) 9 (52.9%) 13 (76.4%) 13 (76.4%) 12 (70.5%)
MoE-Concat 0.507 0.788 ✓ ✓ ✓ ✓ ✓ ✓

MoE-CIU 0.514 0.799 ✓ ✓ ✓ ✓ ✓ ✓

Table 2: Spearman correlation between model prediction with feature selection and human ratings on Topical Chat.
Selection ratio indicates how many times each feature was selected by different feature selection algorithms.

6.2 Persona Chat Results

Standalone Metric Performance Table 3 lists in-
dividual metric performance on Persona Chat. For
Overall Ratings, CIU again showed the strongest
correlation of 0.481 and for Uses Knowledge,
RUBER-BERT achieved 0.688. Although the top
metrics are identical to Table 1, the remaining met-
rics not only performed worse, but also fluctuated.
For Topical Chat, we observed that BLEU was the
least effective in predicting both Overall Ratings
and Uses Knowledge. However in Persona Chat,
BLEU outperforms METEOR and is comparable
to CIU. BERTScore also has poor generalization as
correlation dropped by 15.4% and 29.2% compared
to Topical Chat. All of the correlations reported in
Table 2 are statistically significant (p < 0.001).

Metric Overall Ratings Uses Knowledge
Random Guessing 0.011 0.017
BLEU 0.472 0.515
METEOR 0.223 0.379
ROUGE-L 0.202 0.387
RUBER-BERT 0.435 0.688
BERTScore 0.241 0.486
CIU - freq 0.461 0.667
CIU - pos 0.461 0.669
CIU 0.481 0.685

Table 3: Spearman correlation between metric predic-
tions and human ratings on Persona Chat. Ablation
study is indicated with minus sign where freq stands
for frequency and pos for position.

These findings show existing metrics have high
variance across tasks. This is true for both lexical
and learned metrics as BLEU, METEOR, ROUGE
and BERTScore all suffered from significant per-
formance drops. We believe that it is difficult to

determine which metric works best ahead of time;
nonetheless, CIU is consistently strong and reliable
across both domains.

Unified Reward Performance According to Ta-
ble 4 on predicting Overall Ratings, univariate fea-
ture selection combining five metrics excluding
ROUGE performed best and achieved 0.529 corre-
lation, a +4.8% improvement compared to best stan-
dalone metric CIU. Similarly for predicting Uses
Knowledge, SVR using all features achieved the
strongest correlation of 0.718, a +3.0% improve-
ment over RUBER-BERT in Table 3. All correla-
tions reported in Table 4 are statistically significant
(p < 0.001). Overall, it is clear that benefits of
combining different metrics generalize to different
domains.

For feature selection ratios, we observed BLEU
and RUBER-BERT were each selected 82.3% from
17 different feature selection strategies. While
CIU was one of the most selected features in Top-
ical Chat, CIU is the third best in Persona Chat
with 76.4% selection ratio. Although BLEU were
selected the most in Persona Chat, these perfor-
mances do not carry over to Topical Chat since
BLEU was only selected 5 times according to Ta-
ble 2. Across both datasets, RUBER-BERT was
selected most with 75.0% and CIU was second with
72.2%. All of these findings validate that CIU is the
strongest and most reliable lexical metric in eval-
uating retrieval augmented conversations without
any training.

Lastly, our proposed MoE-CIU outperformed the
strongest feature selection baseline by 1.5% on pre-
dicting Uses Knowledge, but only a tiny increase
on Overall Ratings. We suspect that with more
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Metric Overall Ratings Uses Knowledge BLEU METEOR ROUGE-L CIU RUBER-BERT BERTScore
Univariate 0.529 0.683 ✓ ✓ - ✓ ✓ ✓

Random Forest 0.492 0.636 ✓ - ✓ ✓ ✓ ✓

Recursive-5 0.436 0.675 - - - ✓ - -
Recursive-4 0.487 0.675 ✓ - - ✓ - -
Recursive-3 0.483 0.666 ✓ - - ✓ ✓ -
Recursive-2 0.505 0.711 ✓ - ✓ ✓ ✓ -
Recursive-1 0.514 0.713 ✓ - ✓ ✓ ✓ ✓

Forward-1 0.381 0.674 - - - ✓ - -
Forward-2 0.455 0.678 - - - ✓ ✓ -
Forward-3 0.511 0.658 ✓ - - ✓ ✓ -
Forward-4 0.504 0.701 ✓ ✓ - ✓ - ✓

Forward-5 0.507 0.702 ✓ - ✓ ✓ ✓ ✓

Backward-1 0.377 0.659 - - - - ✓ -
Backward-2 0.446 0.654 ✓ - - - ✓ -
Backward-3 0.501 0.645 ✓ ✓ - - ✓ -
Backward-4 0.518 0.699 ✓ ✓ - - ✓ ✓

Backward-5 0.521 0.699 ✓ ✓ ✓ - ✓ ✓

All 0.519 0.718 ✓ ✓ ✓ ✓ ✓ ✓

Selection Ratio - - 14 (82.3%) 6 (35.2%) 6 (35.2%) 13 (76.4%) 14 (82.3%) 8 (47.0%)
MoE-Concat 0.521 0.721 ✓ ✓ ✓ ✓ ✓ ✓

MoE-CIU 0.531 0.733 ✓ ✓ ✓ ✓ ✓ ✓

Table 4: Spearman correlation between model predictions with feature selection and human ratings on Persona Chat.
Selection ratio indicates how many times each feature was selected by different feature selection algorithms.

training data, the benefits will become more visible.
Nonetheless, since it is difficult to expect which
feature selection works best in advance, learning
dynamic metric weights through MoE seems ex-
tremely useful.

Case Study To illustrate benefits of MoE-CIU,
we selected one example in Table 5 where we show
the context, the response being assessed, different
metric scores, and the gold human rating.

dcontext: Until 1805 in the us, the runner up in
a presidential election automatically became the
vice president.

Response: Yeah i wonder what the president of
zimbabwe looks like?

CIU: 0.32 RUBER-BERT: 0.00 BERTScore: 0.36
MoE-CIU: 3.33 Rating: 3.66

Table 5: An example showing how MoE-CIU handles
potentially conflicting signals from individual metrics.

Here, although RUBER-BERT was very confi-
dent in classifying this example as NOT useful,
MoE-CIU still predicted 3.33 ratings, which is
much closer to gold ratings given other useful sig-
nals from CIU and BERTScore. A more compre-
hensive insights and additional examples are in-
cluded in Appendix A.

7 Conclusion

We introduced CIU, a novel utility metric for as-
sessing the quality of retrieval augmented conver-
sations. Based on our experiments on two popular
retrieval augmented (a.k.a. knowledge-grounded)

conversation corpus, we conclude that CIU was
the best metric among other lexical baselines. Al-
though RUBER-BERT surpassed CIU performance
on Persona Chat, considering the complexity of
RUBER-BERT (e.g., training and inference), CIU
is still an easy-to-use metric that can achieve simi-
lar results with no training, which answers Q1.

For Q2, we demonstrated the potentials of uni-
fying multiple independent metrics into a single
reward signal without any LLM dependency. This
was achieved through our MoE-CIU model, and
experiments confirm its effectiveness over any stan-
dalone metric. Insights from this study suggest
promising directions for applying MoE-CIU as a
proxy for an unified reward signal to optimize.

Limitations

Although our work proposes an approach to model
unified rewards, reward optimization approaches
to update dialog policy (e.g., RLHF) are left for
future work. MoE-CIU also requires a small num-
ber of human annotations, thus our approach will
require manual labeling. Our proposed discounting
functions were only validated on English corpora,
thus it is unclear how well CIU can generalize to
multilingual setting. Unfortunately, experiments in-
volving different languages and cultures are beyond
the scope of this paper. Lastly, instead of exhaus-
tive comparisons, we only selected the most widely
used metrics to keep our experiments simple.
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Appendix

A Additional Case Studies of MoE-CIU

To illustrate how MoE-CIU benefits from ensemble
learning, we highlight three examples in Table 6
where we show the context, the response being
assessed, and the scores from the various models,
and the gold human rating.

dcontext: Until 1805 in the us, the runner up in
a presidential election automatically became the
vice president.

Response: Yeah i wonder what the president of
zimbabwe looks like?

CIU: 0.32 RUBER-BERT: 0.00 BERTScore: 0.36
MoE-CIU: 3.33 Rating: 3.66

dcontext: In september of 2010, the united nations
appointed official ambassador to extraterrestrials
in they case they would ever make contact with
earth.

Response: I’m not sure. I wonder if the un has an
ambassador to aliens.

CIU: 0.36 RUBER-BERT: 0.99 BERTScore: 0.31
MoE-CIU: 2.66 Rating: 2.67

dcontext: Burger king had a promotion where if
you unfriend 10 people on facebook you get a
free whopper.

Response: Did you know burger king had a pro-
motion where they gave you a burger for every
10 people you unfriended? I could have had 100
burgers!

CIU: 0.91 RUBER-BERT: 0.99 BERTScore: 0.62
MoE-CIU: 4.53 Rating: 5.00

Table 6: Example predictions from MoE-CIU highlight-
ing how different metrics help recover false-positives
from individual metrics.

One obvious issue we noticed was that it is dif-
ficult to calibrate the score distribution of learned
models because on all three examples, RUBER-
BERT is extremely confident about its decision.
However, MoE architecture is particularly helpful
since it can combine different metric outputs into
a more continuous score distribution that is better
aligned with human ratings.

In the first example, RUBER-BERT fails be-
cause the utterance and reference do not con-
tain strong semantic relationship. Instead, they
are loosely connected with an important keyword
(‘president’). RUBER-BERT was very confident
in classifying this pair as NOT useful although hu-
man usefulness rating is 3.66. CIU and BERTScore
successfully capture the overlap and assign a rea-
sonable score compared to RUBER-BERT. The
resulting model is capable of correcting RUBER-
BERT’s prediction to 3.33, which is only 0.33 off to
human usefulness ratings. Without MoE, RUBER-
BERT alone will predict this pair with 0.0 rating.

In the second example, RUBER-BERT strongly
believes that the utterance and reference are seman-
tically related. Although both inputs talk about
alien ambassadors, the utterance does not use the
information correctly. The reference clearly states
United Nations appointed alien ambassadors but
the utterance still questions the fact. RUBER-
BERT is very confident that this example is highly
related. However, CIU and BERTScore are able
to regularize these effects if trained under MoE-
CIU. The final score correctly predicted usefulness
ratings with only 0.01 difference.

In the last example, it is clear that the input is
highly relevant to dcontext. Since individual metrics
provide strong signals, MoE-CIU also predicted a
very high rating of 4.53, which is close to 5.0.
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