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Abstract
This work presents the task of Zero-shot Trajectory Mapping, which focuses on the spatial dimension of narratives.
The task consists of two parts: (1) creating a “map” with all the locations mentioned in a set of texts, and (2) extracting
a trajectory from a single testimony and positioning it within the map. Following recent advances in context length ca-
pabilities of large language models, we propose a pipeline for this task in a completely unsupervised manner, without
the requirement of any type of labels. We demonstrate the pipeline on a set of ≈ 75 testimonies and present the result-
ing map and samples of the trajectory. We conclude that current long-range models succeed in generating meaningful
maps and trajectories. Other than the visualization and indexing, we propose future directions for adaptation of the
task as a step for dividing testimony sets into clusters and for alignment between parallel parts of different testimonies.
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1. Introduction

The location trajectory, i.e., the sequence of loca-
tions in which the story takes place, is an essential
aspect of a story. The significance of location in
a story is crucial, as placing a story in a specific
setting is often seen as a defining characteristic
that sets narrative texts apart from other types of
writing (Piper and Bagga, 2022).

However, despite the abundance of Natural Lan-
guage Processing (NLP) research on describing
locations in texts, few efforts have been made to
extract the progression or sequence of locations
from a narrative story (Wagner et al., 2023). As
a structured prediction task with a large class set,
the ability to obtain data that is sufficient for gener-
alization is very limited.

In this work, we present the task of zero-shot
trajectory mapping and design a pipeline for it with
long-context large language models. Zero-shot tra-
jectory mapping involves both the extraction of the
locations for each document (as a “trajectory”) and
the identification of the relationship between the
locations (creating a “map”). We have no prior list
of locations and the map is constructed based on
the given texts only. Thus, the task is unsupervised
in two ways – the set of locations must be inferred
from a set of unannotated texts, and the trajectory
of each text must be extracted without supervision.

Our research primarily centers on transcribed
Holocaust survivor testimonies, which are provided
in English. The significance of this dataset in
the examination and remembrance of the Holo-
caust cannot be emphasized enough. As the last
surviving witnesses inevitably pass away, there
is an urgent necessity to find new approaches
to engage with the extensive collection of Holo-
caust testimonies housed in records. Utilizing NLP

technology for the analysis of these testimonies
has recently been strongly recommended (Artstein
et al., 2016; Wagner et al., 2022). By leveraging
NLP, researchers can extract valuable insights from
the vast array of testimonies (comprising tens of
thousands) instead of limiting themselves to small-
scale, predominantly manual studies. Additionally,
we assert that Holocaust testimonies hold distinct
value for NLP due to the combination of a mul-
titude of accounts within a relatively confined do-
main of topics and locations. This quality sets them
apart from typical narrative datasets (Sultana et al.,
2022).

We describe and run a full pipeline for zero-shot
trajectory mapping, using GPT4. 1 We show the
resulting map on ≈ 75 testimonies and provide
examples of the trajectories on this map. Based on
the resulting maps, we describe future directions
for alignment between testimonies.

Trajectory extraction is valuable for visualization
and trajectory clustering (Bian et al., 2018). Char-
acterizing a story by a sequence of locations is
also beneficial as a backbone for alignment be-
tween different stories–an important task in its own
right (see, e.g., Ernst et al., 2022). In general,
successful location extraction indicates aspects
of long-range narrative understanding, which is a
highly active field in NLP (Yao et al., 2022; Bertsch
et al., 2024).

2. Previous Work

Narrative Analysis. Narrative schema analysis
aims to capture the core of event sequences, pro-
viding a condensed sequential timeline of a lengthy
story. This overview helps in aligning relevant parts

1https://openai.com/research/gpt-4

https://openai.com/research/gpt-4
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and identifying common topic paths, as demon-
strated by Antoniak et al. (2019) in their study on
birth stories using segment-wise topic modeling.

To extract an interpretable sequential progres-
sion it was assumed necessary to divide the long
story into shorter segments (Wagner et al., 2023).
However, recent advances in NLP introduced signif-
icant increases in context lengths of models (Wang
et al., 2024), allowing the extraction of sequences
as an end-to-end task.

Recent studies have highlighted the importance
of event locations in narrative analysis. Piper et al.
(2021) provided a definition of narratives that in-
cluded a focus on event locations. Soni et al. (2023)
introduced a task involving grounding characters
in specific locations. Kumar and Singh (2019) ex-
tracted event locations from individual events, such
as those found in tweets. Wagner et al. (2023) ex-
panded on this concept by examining trajectories
of locations throughout entire narratives, utilizing a
predetermined set of coarse-grained categories.

Trajectory Modeling in Transportation. Some
works seek to extract document-level trajectories
in transportation. Mathew et al. (2012) applied
Hidden Markov Models (HMM) to human location
trajectories. Sassi et al. (2019) utilized convolu-
tional neural networks on location embeddings as
an alternative to HMMs. Lui et al. (2021) employed
LSTM-based models for predicting pedestrian tra-
jectories. These works focus on locations given as
coordinates and not as natural-text descriptions,
which allow for a more thematic level of represen-
tation and comparison (Wagner et al., 2023).

Narrative Cartography Many works investigated
the mapping of narratives. Reuschel and Hurni
(2011) presented methods for the visualization of
location maps. Their methods show differences
between the maps in fiction and non-fiction. Mai
et al. (2022) develop toolboxes for enrichment of
geographic data, based on knowledge graphs.

These works are primarily based on a location
ontology, thus limiting the scope to domains with
sufficient prior knowledge. In our work, we propose
a completely unsupervised method, allowing its
application without any prior knowledge.

3. Task Definition

Our setting is the following: given a set of texts
x1,x2, ...xk, each divided into initial segments, xi =
xi

1,x
i
2, ...,x

i
n, we wish to predict: (1) one directed

graph G = (V,E), where the vertices V are all the
locations (name+type) in the set of texts and the
edges E are the relationships between them (e.g.,
New York is in the United States); (2) for each xi,
a path on the graph G, describing the trajectory in

this text. The path should have additional vertex
labels for the indices within the text of this location
(e.g., segments 17-21) and edge labels for the
method of transportation, if applicable (e.g., “by
foot”, “by plane” etc.). Roughly, we can say that the
first part of the task corresponds to the creation of
a “map” and the second part corresponds to the
action of “mapping” within it.

It is instructive to compare this task to traditional
Named Entity Recognition (NER) for location cat-
egories. NER is a prediction task at the phrase
level that ignores the relationship between different
locations or even between mentions of the same lo-
cations. Therefore, the first part of out task can be
seen as a combination of NER and Entity Relation
Extraction (focusing on the containment relation).
The second part of our task is completely different
as it requires a structured sequence as an out-
put. Prediction is at the document level, with possi-
ble dependencies throughout the entire document.
This property requires strong long-context capabili-
ties which were not necessary for traditional NER.

3.1. Data

Our main data consists of 1000 Holocaust survivor
testimonies, received from the Shoah Foundation
(SF).2 All interviews were conducted orally by an
interviewer, recorded on video, and transcribed
as time-stamped text. The lengths of the testi-
monies range from 2609 to 88105 words, with a
mean length of 23536 words.

We note that the SF testimonies are divided into
segments and contain highly detailed labels. Due
to the extremely large set of labels we opted to use
the text only and attempt zero-shot inference only.
We arbitrarily chose a set of 74 testimonies and
run them through our pipeline.

4. Zero-shot Trajectory Extraction

Recent advances in LLMs lead to a substantial
increase in the context window that can be inputted
into the models 3. This makes it possible to input a
whole testimony and perform location tracking as
an end-to-end task.

For this we used GPT4-turbo-preview, which has
a context length of 128K tokens 4. The price for the
experiment was ≈ 60 $.

We remark that the end-to-end task differs from
supervised location tracking (Wagner et al., 2023)
in multiple aspects: (1) Zero-shot extraction is not
limited by granularity – it extracts countries, cities,

2https://sfi.usc.edu/
3https://www.anthropic.com/news/

claude-2-1
4https://platform.openai.com/docs/

models/gpt-4-and-gpt-4-turbo

https://sfi.usc.edu/
https://www.anthropic.com/news/claude-2-1
https://www.anthropic.com/news/claude-2-1
https://platform.openai.com/docs/models/gpt-4-and-gpt-4-turbo
https://platform.openai.com/docs/models/gpt-4-and-gpt-4-turbo
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and also different types of locations (like "the for-
est") (2) Zero-shot extraction considers only loca-
tions that are mentioned in the text. This is also a
limitation since different texts might be more spe-
cific with the names that are mentioned, leading to
a longer trajectory.

4.1. Pipeline

Our pipeline is constructed of 4 steps: per-
testimony location-graph extraction, per-testimony
path extraction, combining all graphs, and visualiz-
ing each path in the combined graph.

Here we describe the details for each step.

Per-testimony location-graph extraction. For
each testimony, we first extract a graph of the men-
tioned locations and their relationships.

We used gpt-4-turbo-preview with highly detailed
instructions. The prompt was the following:

I’ll give you a Holocaust testimony.
I want you to give me a JSON represent-
ing the graph of the mentioned locations
(proper and common) and any known
relations between them. Locations
can be GPEs (like country or city) or
significant facilities (like army camps,
ghettos, concentration camps and death
camps).
Some important points:
1. Make sure the nodes contain locations
only and not anything else (no nodes for
events or people).
2. Give the nodes a type based on
the type of location. The types should
include: City, Country, Village, Ghetto,
Army Camp, Concentration Camp, and
Death Camp.
3. Keep the graph as full as possible, so,
for example, if a place in a city in country
is mentioned, there should be nodes
for the place, the city, and the country.
Separate a district from a city description
into two nodes.
4. The graph should include relations
between locations (i.e., A is in B). Make
sure that the direction of an edge is that
of inclusion if relevant (that is, if A is in B
then the edge should be from A to B).
5. Make sure to avoid double entries.
6. Give me the graph as JSON dictionary,
with a the "nodes" field indicating a list
of nodes and "edges" indicating a list of
edges. These nodes and edges should
be in a format that can be create a python
networkx graph. Make sure the nodes
are given as a list of tuples, in which the
first value is the name and the second is

a dictionary with the type (as described
above) The edges should be in a list of
tuples, each containing two names (see
example).

Here is an example (from a different
testimony):
“‘json

"nodes": <Here we provide an ex-
ample list of locations>,
"edges": <Here we provide an example
relations between the locations>

“‘

This should all be based on the text.

Testimony: <Here we add the testimony
divided into numbered segments>

Per-testimony trajectory extraction. Following
the answer about the locations, another request is
made with the following prompt:

Now, can you give a graph with the
trajectory of the witness’ movements?
That is, give a list of location where he
is. All location nodes should be nodes
from the networkx graph you gave before.
The nodes should have a field noting the
sentence number in the text in which the
witness was in that location.
The edges should be between each
adjacent node by order of the testimony.
For each edge, add the method of
transportation can be inferred from the
text. Methods include: By foot, By car, By
train, By plane. If the method is unknown
give Unknown.
Give me a graph in JSON format (like in
the example).

For example:
“‘json
"nodes": <Here we provide an example
list of locations with their place in the tes-
timony>,
"edges": <Here we provide an example
relations between adjacent locations, with
the method of transportation>
“‘

Combining the graphs into a map. To combine
the obtained graphs into one global map, we first
need to make sure that each location has only
one label. Once we have one name per node, we
can use the name as the identifier and create a
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Figure 1: An example location map with a path extracted from a single testimony. Green nodes represent
countries and blue nodes represent smaller locations. The path is in red.

graph with the new set of names and with all edges
(removing doubles).

To create a list of double names, we again used
GPT4.

We used the following prompt:

I’ll give you (in JSON format) a list of
place names. I want you to see if there
are any places that appear twice but with
different names.
Give me a JSON with a list of lists,
where the inner list is the multiple names
that describe the same place (and
both appear in the input). No need to

return unique names (i.e., lists with one
element).
Convert names only if you are positive
that they are the same, e.g., different
spellings or a longer description of the
same place (like US, USA, America etc.).
Make sure to maintain the exact spelling
that appeared, including special charac-
ters. Make sure to give only the JSON
format with no additional text.

For example, if the input is:
“‘json
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<Here come some examples of lists of
names describing the same place> “‘

Here is the input:
<Here comes a sorted list of the loca-
tions>

We manually proofed the resulting list leading to
minor changes.

After aligning the node names, all nodes and
edges were used to create a large map. We note
that we applied some simple heuristic rules to spar-
sify the edges – we discarded edges between
nodes from the same type (e.g., no edge from
country to country) and edges that went against
the type hierarchy (i.e., we discarded edges from
country to city or from continent to country).

Plotting the maps and paths With the graphs
and paths that we obtained, we used the Net-
workx5 package for visualization.

4.2. Results

Here we present the statistics of the outputs and
some examples of the resulting maps and paths.

We ran the pipeline on 74 testimonies from the
Shoah Foundation. The average number of lo-
cations extracted from each testimony was ≈ 23
nodes and the average number of relationship
edges was ≈ 17. The resulting graph had 883
nodes and 838 edges. The average length of the
trajectories was 11.

In Figure 1 we display a view of the full map
and a trajectory on it. Countries were enlarged for
readability. In Figures 2 and 3 we show snippets
around specific countries.

5. Future Work

The outputs from our pipeline can be useful on their
own, such as for visualization or indexing. More-
over, the obtained map has theoretical qualities
that can be further developed for additional uses.

For a pair of locations, we can define meaningful
similarity measures that are based on the graph.
For example, we use the distance from a common
ancestor (so that two towns in Poland will be closer
to each other than to a city in USA). In addition,
since we extracted the types of locations, we might
want to put special emphasis on Holocaust-specific
locations (like ghettos and camps).

Provided with a point-wise distance measure
(i.e., the distance between two locations) we can
derive a trajectory-wise distance. For example, we
can use Dynamic Time Warping (Vintsyuk, 1968)
built upon the point-wise distance. This type of

5https://networkx.org/

Figure 2: Snippet from the map that included Israel
and locations within it. The path is from a trajectory
going through Israel.

Figure 3: Snippet from the map that included
France and locations within it. The path is from
a trajectory concluding in France.

measure has the benefit of generating an optimal
alignment between the trajectories, which in itself
can be highly beneficial for Holocaust studies.

Providing a distance measure also allows us to
perform unsupervised clustering based on the tra-
jectories. The ability to cluster and align between
testimonies has important implications for Holo-
caust research.

6. Conclusion

We presented and defined the task of zero-shot
trajectory extraction. We built and demonstrated a
pipeline for the task, based on GPT4. Our demon-

https://networkx.org/
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stration shows that the new models are capable
of extracting meaningful trajectories from full tes-
timonies without the necessity to break them into
segments. These results suggest new ideas both
for computational narrative analysis and specifi-
cally for Holocaust research.

Ethical Considerations

We followed the guidelines given by the archive.
Although so the testimonies were not given anony-
mously, no identifying details will be included in
our analysis. Our codebase and scripts will be re-
leased, but they will not contain any data from the
archives. The data and trained models used in our
work will not be shared with third parties without
the archives’ consent. To browse and research the
testimonies, permission can be requested from the
SF archive.
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