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Introduction
Holocaust testimonies serve as a bridge between people today and history’s darkest chapters,
providing a connection to profound experiences of survivors. Testimonies stand as the primary
source of information that describe the Holocaust, offering first-hand accounts and personal
narratives of those who experienced it. The majority of testimonies are captured in an oral
format, as survivors vividly explain and share their personal experiences and observations from
that time period.

The creation of accessible, comprehensive, and well-annotated Holocaust testimony collections
is of paramount importance to our society. However, transforming Holocaust testimonies into
a machine-processable digital format and publishing according to the standards and best
practices of spoken and oral corpora can be a difficult task. At the same time these collections
empower researchers and historians to validate the accuracy of socially and historically
significant information, enabling them to share critical insights and trends derived from these
data.

This workshop aimed to investigate how language technologies and, in particular, techniques
and tools from natural language processing and corpus linguistics can greatly contribute to the
exploration, analysis, dissemination and preservation of Holocaust testimonies.

The workshop was open to diverse communities and disciplines. The archivists who curate
and digitize archives, producing digital editions that may also be enriched with various levels
of annotation and structured knowledge; the NLP experts who process and in some case
also make use of testimonies to develop specialised language models for speech and text
processing; and finally historians who analyse the digital archives, via interfaces or using
advanced text mining techniques, to discover new insights, or, for example, to retrace the
biographical trajectories of witnesses.

The accepted papers touch upon all the aforementioned topics. Del Grosso et al and Beniere
present two cases of publication of digital editions making use of the TEI standard, while
Dermentzi et al show how the same manually curated editions can be used to train NLP models
(in this case for NER). Flinz and Leonardi turn their attention in particular to the treatment of dates
and places, while Liu and Mattingly (in a paper presented at the conference but not published
in these proceedings) show how a typology of places can be extracted using NLP techniques.
Draxler et al illustrate how the use of speech technologies can facilitate the curation of oral
history materials, while Ifergan et al show how narratives can be analysed with the use of topic
modelling. Vitali and Brazzo show how structured knowledge can be used to identify deportation
trajectories, while, finally, Wagner et al show how these trajectories can also be extracted
automatically in a structured format, and then visualised, interrogating a Large Language Model
with a zero shot approach.

All these contributions illustrate well how techniques and best practices from the NLP and
Language Resources and Technology domains are now mature enough to be relatively easily
applied to Holocaust testimonies and readily applied to enlighten new aspects and dimensions
of research. At the same time these testimonies can be language resources of great value,
providing language technologists with a testbeds for domain adaptation of existing models and
applications. The workshop was sparked by a collaboration between CLARIN, the Language
Resources and Technology Iinfrastructure, and EHRI, the European Holocaust Research
infrastructure. This is the third in an ongoing series of collaborative workshop, following on
from earlier ones held at King’s College London in 2023 (Making Holocaust Oral Testimonies
More Usable as Research Data) and Charles University Prague in 2024 (Natural Language
Processing Meets Holocaust Archives), and the first to take place attached to a conference
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devoted to NLP or language resources and tools.

Two keynote speakers were invited by the two infrastructures, Michal Frankl, coordinator of EHRI
in the Czech Republic, highlighted in his talk the requirements of historians in terms of digital
resources, while Silvia Calamai, member of the CLARIN-IT national consortium and one of the
coordinators of the CLARIN funded Voices from Ravensbruck project showed how holocaust
testimonies can be considered as important language resources also for language studies, in
particular for their value as multilingual corpora documenting very interesting sociolinguistic and
variety aspects.
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The Impact of Digital Editing on the Study of Holocaust Survivors’
Testimonies in the context of Voci dall’Inferno Project
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Abstract
In Nazi concentration camps, approximately 20 million people perished. This included young and old, men and
women, Jews, dissidents, and homosexuals. Only 10% of those deported survived. This paper introduces "Voci
dall’Inferno" project, which aims to achieve two key objectives: a) Create a comprehensive digital archive: by encoding
a corpus of non-literary testimonies including both written and oral sources. b) Analyze the use of Dante’s language:
by identifying the presence of Dante’s lexicon and allusions. Currently, the project holds 47 testimonies, with 29
transcribed in full text and 18 encoded using the XML-TEI format. This project is propelled by a multidisciplinary and
educational context with experts in humanities and computer science. The project’s findings will be disseminated
through a user-friendly web application built on an XML foundation. Though currently in its prototyping phase, the
application boasts several features, including a search engine for testimonies, terms, or phrases within the corpus.
Additionally, a browsing interface allows users to read and listen the original testimonies, while a visualization tool
enables deeper exploration of the corpus’s content. Adhering to the Text Encoding Initiative (TEI) guidelines, the
project ensures a structured digital archive, aligned with the FAIR principles for data accessibility and reusability.

Keywords: XML-TEI, Holocaust Testimonies, Digital Archives

1. Introduction

The concentration camps we know are the camps of
1944 because almost none of the Häftlinge, namely
the prisoners, survived to tell us about the other
camps1. In the last years, many of the survivors
have died. In addition, not all testimonies have told
their story, but only a part, certainly not the majority.
Many survivors have remained silent. Moreover,
the Camp is ineffable (Levi, 2018, p. 688). Thus,
for the testimonies, the problem was also to find the
words to express the atrocity they suffered (Wiesel,
1995). To tell the story of the Camp, therefore, one
must overcome the poverty of a vocabulary that
does not have "the words to say it".

Saying that the Lager was l’Inferno - the hell2
(Calderini and Riccucci, 2020) has allowed sur-
vivors to establish an immediate contact with their
audience. This shared metaphor always recurs in
holocaust testimonies.

Since 2016, professorship of Italian Literature
at the University of Pisa has directed and coordi-
nated, with the support of the CNR-ILC of Pisa,
the research project called "Voci dall’Inferno". This
scholarly initiative has two integrated and correlated
objectives:

a) The digitization and encoding of a corpus, the

1Encyclopedia of the Holocaust:
https://www.ushmm.org/it

2It is worth noting that the Inferno here refers to
Dante’s literary work Divina Commedia (Alighieri, 2002),
not the Christian concept of Hell

largest possible, of testimonies.

b) The identification, quantification and evalua-
tion of the presence of Dante’s lexicon and
imagery within those testimonies.

Early outcomes have been surprisingly important:
given the vast scope of the project, the very high
number of testimonies, most of which are unpub-
lished, it has been necessary to involve computa-
tional methods and techniques3 as well as to make
the research activities a collaborative work, which
has seen and continues to see the collaboration
and contribution of many DH students.

2. Testimonies and Dante’s Lexicon

The textual typologies through which the Lager has
been reported to us in words are essentially two:

• Direct testimony - coeval and non-coeval -
of those who experienced the extermination

3Currently, the corpus is manually annotated and digi-
tal encoded. This initial, time-consuming effort will serve
as a valuable ground truth for training and refining sophis-
ticated machine learning and prediction tools for auto-
mated data extraction and encoding. Examples include
leveraging current AI applications for tasks such as hand-
written text recognition, automatic speech recognition,
named entity recognition, topic extraction and modeling,
semantic text alignment, and more. Once the final topics
are defined, drawing upon the work done on similar col-
lections, we also plan to incorporate formal ontologies
and linked open data.
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camp and reported it in forms that only rarely
touch on literariness: the modus dicendi of
this type of testimony is located in the space
between the oral report (the interview) and
the written one (the diary, the autobiographi-
cal/memorial story, the letter).

• Indirect testimony - coeval and non-coeval -
of those who experienced the extermination
camp and chose, to report it the form of narra-
tive, therefore of literature. This kind of testi-
mony is presented in the form of an organized
story, thematically and stylistically structured.

The latter category encompasses works with
manifested literary ambitions that would never have
been written if the Holocaust and the deportation
had not occurred. We are referring to that liter-
ary production like Se questo è un uomo - If this
is a man (Levi, 1947), Night (Wiesel, 1960), This
Way for the Gas, Ladies and Gentlemen (Borowski,
1976), The Human Race (Antelme et al., 1998),
L’Univers concentrationnaire (Rousset, 1946), Fate-
lessness (Kertész, 1975). In the context of our
research project we call this kind of testimonies
"second level" ones.

We are faced with two distinct and differentiated
forms of representation/restitution of the concen-
trationary universe. What has been progressively
verified is not only that the lexicon of the Inferno of
Dante breaks the silence and intervenes in those
who are going to narrate the tragedy of their experi-
ence (Arquès, 2009; Pertile, 2010; Susteric, 2016;
Taterka, 2002) providing the words "to say it", but
also that the expressive faculties of all witnesses
are influenced by the Dante’s Inferno, even of those
who have read Dante only on the school benches,
or, even, of those who have received Dante as a
heritage of oral culture.

By tacit agreement, all the Häftlinge, without
exception, who have testified have chosen and
adopted the term "Inferno" to convey their experi-
ence of the concentration camp to those who have
never experienced it themselves.

There are at least two basic assumptions from
which we cannot prescind:

1. The metaphorical nexus (Lager-Inferno) is a
new nexus. It did not exist before, simply be-
cause before the 30s of the twentieth century,
the Lager did not exist.

2. When the testimonies talk about the Lager as
of the Inferno they do not refer to any inferno,
or to an inferno and nothing else. They do so
with the Dante’s inferno in mind.

The data collected so far tell us that Dante breaks
the silence, in the sense that survivors use Dante’s
lexicon to untie the knot of ineffability, to dilute the

paralysis of mind and memory in the face of the
emergence of the nefarious experience. This hap-
pens in all survivors (Riccucci and Riccotti, 2021).

Listening to and reading the testimonies of the
Nazi camps, one realizes that to report on the con-
centrationary hell, the survivors of the extermina-
tion, people of every level of education, relied on
the words of the Dante’s vocabulary, that of the first
canticle, for the most part, that of the Inferno. Of
course, the testimonies are not all and not system-
atically or capillarily woven with Dante’s verses, but
these verses at a certain point burst from the lips
of these men and women to express the inexpress-
ible.

The testimonies can count on a lexical heritage
and a collective imagery made up of Dante’s words
that have entered into common use, penetrated into
the language of everyday life, into the speech of the
family and of society, transmitted from generation
to generation as an inheritance.

In the light of the above, computer science allows
us to preserve and archive, to interrogate and find
connections, to build maps, to intertwine stories4.

3. Digital Archive and Corpus

The Voci dall’Inferno project has undergone three
distinct phases, each contributing to its current
state as a web platform for studying Holocaust tes-
timonies5:

1. Development of a database for the manage-
ment of the testimony records - the archive has
been named memoria-archivio (Riccucci et al.,
2021).

2. Creation of the corpus of the testimonies in
XML-TEI format (Burnard, 2014).

3. Development of a web application for the pre-
sentation and interrogation of the data stored
in the digital archive.

4Similar initiatives encompass projects like Let
Them Speak, https://lts.fortunoff.library.yale.edu/,
or David Boder: from wire recordings,
https://ranke2.uni.lu/u/boder/, or archives like CDEC,
https://digital-library.cdec.it/cdec-web/, as well as
initiatives like EHRI, https://www.ehri-project.eu/.
Other projects of a similar nature can be found at
https://dhjewish.org/projects.

5The corpus - now encompassing about 500,000 to-
kens in Italian - is not yet exhaustive of all available pri-
mary sources. We plan to incorporate new oral and writ-
ten testimonies during our research. The initial corpus is
conceived as the first iteration of the project, designed to
primarily establish the data model, the encoding schema,
the workflow, and the scholarly framework. During this
initial phase of data collection, resources were gathered
from private and personal archives, public institutional
archives, audio type interviews, and video interviews
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The memoria-archivio database provides us with
a web environment for the creation of the initial
inventory of the testimonies. It preserves catalogo-
graphic and literary descriptions as well as, where
present, also manages the transcriptions of the tex-
tual content of the testimony. In addition, the web
environment allows for the comparison of the testi-
mony lexicon with the text of the Dante’s Comedy.

The application allows for the updating of the
inventory, the records of the witnesses and the
curators of the sources. Subsequently, memoria-
archivio also integrated the management of docu-
ments in XML-TEI format. To date, the archive has
47 testimonies, of which 29 are full-text transcrip-
tions and 18 documents has been also encoded in
XML-TEI format (Fig. 1). These collection of testi-
monies includes known and lesser-known names
of Italians who were deported, such as Samuele
Modiano, Piero Terracina, Enrico Vanzini, Liliana
Segre, Nedo Fiano, Shlomo Venezia, Primo Levi,
Ida Marcheria, Goti Bauer, and many others.

Within the digital archive, the testimonies are
divided into two macro-classes, which determine
their representational, functional and exploitation
aspects. On the one hand, there are the oral testi-
monies (Fig. 6) and on the other hand, the written
testimonies (Fig. 2). While maintaining the spe-
cific differences, both classes follow the guidelines
provided by the TEI consortium.

In particular, during the course of the project,
a "One Document Does it All" (ODD)6 was cre-
ated - and gradually refined, which declares the
modules, elements, attributes and possible values
allowed for the encoding of the corpus. As for
the encoding model, the written testimonies follow
an image-based editing scheme of a diplomatic-
interpretative type with a parallel-transcription ap-
proach to the representation of the text-document
(Pierazzo, 2015). These kinds of digital documents
can be published by means of the EVT Web appli-
cation (Rosselli Del Turco et al., 2019).

To this end, the elements defined in module 11
(transcription) were used for the transcription of
the primary source; module 13 (namesdates) for
the representation of named entities; module 16
(linking) for the analysis of particular text structures;
module 17 (analysis) for the semantic and linguistic-
lexical annotation of textual units. As for the descrip-
tion of the primary source, the elements defined
in module 10 (msDesc) of the TEI guidelines were
adopted.

3.1. Metadating the Testimonies
Oral testimonies differ structurally from written ones
due to the inherent characteristics of spoken lan-

6See also at https://tei-
c.org/guidelines/customization/

guage. Notably, oral testimonies are character-
ized by the temporal dimension of speech and the
unique order in which utterances unfold.

This leads to the creation of specific "timeline"
elements designed to synchronize the topics cov-
ered by the witness. This synchronization aims to
align the timing of the speaker’s utterances with
their corresponding transcription.

<abstract><ab><list>
<item synch="#TR1">

<persName ref="#LS">
<forename>Liliana</forename>
<surname>Segre</surname>

</persName>, rispondendo alla domanda
postale da <persName ref="#AS">
<forename>Anna</forename>
<surname>Segre</surname>

</persName>, parla di che cosa abbia
</item>

</abstract>

<standOff>
<timeline xml:id="TL1I"
source="#reg_1B" unit="s">
<!-- ... -->
<when xml:id="TR1"

absolute="00:00:00"/>
<!-- ... -->
<when xml:id="TR7"

absolute="00:23:41"/>
<!-- ... -->
</timeline><!-- ... -->

</standOff>

In addition to the timeline, a section of reasoned
summary, called regesto, has been introduced,
which briefly illustrates the content of each divi-
sion. Four different timelines have been defined in
the encoding model.

In the first timeline, the <when/> elements iden-
tify the moments when the various topics of the
testimony are introduced, i.e. those summarized
within the <item> elements present in the regesto,
which, in turn, have a @synch attribute in order to
connect the timing specified by the relative <when/>
tag.

In the second timeline, on the other hand, all the
segments in which the voices overlap have been
collected. For this reason, the <when/> elements
inside it are in pairs: one of them identifies the
interval of the overlap.

The third timeline was instead created to group
together the moments in which a change of speaker
occurs. The fourth and last timeline allows to record
the moments in which background noises overlap
with the utterances.

The most significant XML-TEI elements used for
the description of oral sources can be summarized
as follows: the information relating to the medium

3



Figure 1: Memoria-Archivio Web Application

Figure 2: EVT Web Application for Autographs’ Primary Sources

was recorded using the <recordingStmt> element,
contained in turn in the <sourceDesc> element,
belonging to module 8 of the TEI guidelines (spo-
ken). The <recording> element finally represents
a single recording and contains all the information
necessary to specify the context and responsibil-
ities of the recording. Each <recording> element
is connoted with the type attribute (@type) (audio
or video) and a duration (@dur) for each single
recording.
<sourceDesc>

<recordingStmt>

<recording type="audio"
dur="P30M41S" xml:id="reg_1B">
<p>Registrazione 1 lato B</p>
<date cert="low"

when="2007-12-08">
8 dicembre 2007</date>

</recording>
<recording type="audio"

dur="P30M41S" xml:id="reg_2A">
<p>Registrazione 2 lato A</p>
<date cert="low"

when="2007-12-08">

4



8 dicembre 2007</date>
</recording>
<recording type="audio"

dur="P24M32S" xml:id="reg_2B">
<p>Registrazione 2 lato B</p>
<date cert="low"

when="2007-12-08">
8 dicembre 2007</date>

</recording>
</recordingStmt>

</sourceDesc>

Finally, within the <profileDesc> block, the ele-
ments defined in module 15 (corpus) were used,
in particular the <particDesc> element offers an
accurate description of the people who took part in
the conversation.

3.2. Transcribing the Testimonies
The two encoding models introduced in previous
sections, namely the model for oral testimonies and
the model for written testimonies, differ from each
other both in terms of descriptive and analytical
choices.

The logical structure of the written testimony of-
ten follows a predominantly epistolary grammar,
but it can differ substantially due to authorial and
editorial characteristics (authorial interventions on
manuscripts or typewritten texts).

The primary source is represented using the
TEI facsimile tagset to describe areas of interest
through relevant attributes within the @zone ele-
ment. These zones are then referenced by cor-
responding elements within the transcription sec-
tion, adhering to the best practices outlined by the
parallel-transcription method (TEI module 11)7.

Within the transcription section (<text> block),
various elements are used to represent the content
of the primary source. These include:

• <subst> or <mod>: These elements mark the
original text with authorial interventions.

• <choice> elements with their sub-elements:
These elements record the original reading
and any editorial interpretations made by schol-
ars.

• <damage>, <unclear> and <supplied>: This
element allows scholars to include missing or
unclear information, providing any difficulties
encountered due to material damage.

Named entities encoding follows the best prac-
tices suggested by the TEI guidelines, adopting the
elements <person>, <org>, <place>, <event> and

7See also at https://www.tei-c.org/release/doc/tei-p5-
doc/en/html/PH.html#PH-bov

the respective <personName>, <orgName>, <pla-
ceName>. Dante’s quotes and terminology have
been annotated with the <cit> and <term> elements
respectively.

As for oral testimonies, the transcription is di-
vided into textual units called utterances using the
<u> element. Each utterance is accompanied by
the @who attribute which allows to associate the
person who formulated it. In addition, the @xml:id
and @synch elements are functional for a correct
synchronization. The @trans attribute, on the other
hand, specifies whether the participants’ utterances
follow one another or overlap.

During the testimony, numerous phenomena are
recorded, such as pauses (element <pause> with
attribute @type to indicate the length), non-lexical
sounds (element <vocal>), prosodic events (ele-
ment <kinesic>), background noises (element <inci-
dent>), inaudible or uncertain passages (elements
<gap> and <unclear>), changes in paralinguistic
features such as intonation, volume, rhythm, speed
by means of the <shift /> element accompanied,
as is appropriate, by the attributes @feature and
@new.

<u><!-- ... --!>
non hai un nome, perché
hai un numero,
<pause type="long"/>
ti chiamano per numero
<pause type="medium"/>
e quindi <pause type="short"/>
cercano di
degradarti <pause type="short"/>
con la fame <pause type="short"/>
<!-- ... ---!> </u>

<u who="#MARCHERIA" xml:id="m223"
synch="#tlp457"> In questo

<supplied>caos</supplied>
sì, perché arrivavano i russi
<pause type="short"/>
e c’era il caos. Siamo
<del type="repetition">siamo</del>
<kinesic>
<desc>
Ida mostra la grandezza della piazza
</desc>

</kinesic>

4. Voci Dall’Inferno Web Applet

The digital archive of testimonies would be less ef-
fective from a functional and scientific point of view
without the presence of a software component ded-
icated to the extraction, manipulation, presentation
and use of the data collected during the encoding
phase.
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Figure 3: Voci dall’Inferno Web Application developed with Saxonjs2

Two different data restitution strategies were ex-
perimented, which make use of two different archi-
tectural approaches.

For the first approach, web applications were
developed by leveraging the functionalities of a
client-side library for processing XML documents,
namely SaxonJS28 (Fig. 4).

Figure 4: Saxon Processing Model

In relation to the second approach, the web appli-
cations were developed by means of the eXist-db9

environment using the HTML templating module
(server-side)10.

Thanks to the use of the SaxonJS2 library, it is
possible to integrate an efficient XSLT processor
by delegating the browser’s javascript engine to
manipulate the DOM object of the HTML page.

The library exposes an effective API whose main
methods are SaxonJS.transform (options)

8See also at https://www.saxonica.com/saxon-
js/index.xml

9See also at https://exist-
db.org/exist/apps/homepage/index.html

10See also at https://github.com/eXist-db/templating

index.html

HTML
Output

HTML
Templating
Framework

templates/page.html

view.xql

app.xql

Figure 5: eXist-db Processing Model with HTML
Templating

to execute the procedures defined
by the transformation rules and
SaxonJS.XPath.evaluate(XPath) to se-
lect appropriate sequences of XML nodes or
process them according to the specifications of the
XPath 3.1 standard.

SaxonJS.getResource({
location: "testimony.xml",
type: "xml" })
.then(doc => {

const result =
SaxonJS.XPath
.evaluate(

"//persName/text()", doc);
const output =

SaxonJS.serialize(result, {
method: "xml",
indent: true,

"omit-xml-declaration":true});})

The image in Figure 3 shows a web page gen-
erated with the help of the SaxonJS2 library for
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the visualization of the testimony of Arminio Wachs-
berger. It is possible to notice the transcribed text of
the interview, the participants, the textual phenom-
ena annotated and rendered graphically according
to the styles indicated in the legend.

The second approach is based on the eXist-db
technology. As introduced, the platform integrates
a module dedicated to the dynamic generation of
HTML pages starting from collections of documents
in XML format and from procedures implemented
using the XQuery instructions. The basic operation
involves the use of HTML templates, in which ap-
propriate directives and calls to XQuery functions
are added. The functions implement the applica-
tion logic to generate the HTML fragments useful
to complete the actual HTML page.

A relevant feature of the eXist-db technology is
the possibility to use the Apache Lucene library
for indexing textual data and for the efficient inter-
rogation of them. Figure 7 shows an example of
querying and retrieving data related to the testimony
of Ida Marcheria (partial word search "tren").

Figure 6: Voci dall’Inferno Web Application for Au-
dio and Regesto Features

The web application developed so far for Voci
dall’Inferno (Fig. 8) has multiple functionalities im-
plemented or under development such as: I) Cat-
alog management and search (Fig. 1); II) Pre-
sentation and use of data in parallel with the pri-
mary source (Fig. 2); III) Search within the textual
archive (Fig. 7); IV) Management of the regesto
(Fig. 6); V) Management of speech conventions
(Konrad, 2003) (Fig. 8); VI) Statistics of phenom-
ena (Fig. 3); VII) Terminology management (Fig.
7); VIII) Management of quotations and allusions
(Dante’s ones in particular).

5. Conclusion

We have presented the Voci dall’Inferno project, a
scholarly initiative, within an educational framework,
building a digital corpus of Holocaust testimonies
and a dedicated digital environment for searching
and analyzing them. This project uniquely explores
the presence of Dante’s vocabulary and allusions
within the testimonies. The digital collection ad-
heres to the Text Encoding Initiative (TEI) schema,

maximizing data accessibility, searchability, inter-
operability, and reusability in accordance with the
FAIR principles (Wilkinson and al., 2016). Notably,
the project is developing functionalities for data
classification and extraction using machine learn-
ing techniques. These functionalities will enable
automatic speech recognition and transcription, au-
tomatic search for literary tesserae, as well as au-
tomatic network analysis, further enriching the ex-
ploration and understanding of these testimonies.
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Abstract
Data modeling and standardization are central issues in the field of Digital Humanities, and all the more so when
dealing with Holocaust testimonies, where stable preservation and long-term accessibility are key. The EHRI Online
Editions are composed of documents of diverse nature (testimonies, letters, diplomatic reports, etc.), held by EHRI’s
partnering institutions, and selected, gathered thematically and encoded according to the TEI Guidelines by the
editors within the EHRI Consortium. Standardization is essential in order to make sure that the editions are consistent
with one another. The issue of consistency also encourages a broader reflection on the usage of standards when
processing data, and on the standardization of digital scholarly editions of textual documents in general. In this
paper, we present the normalization work we carried out on the EHRI Online Editions. It includes a customization of
the TEI adapted to Holocaust-related documents, and a focus on the implementation of controlled vocabulary. We
recommend the use of these encoding specifications as a tool for researchers and/or non-TEI experts to ensure their
encoding is valid and consistent across editions, but also as a mechanism for integrating the edition work smoothly
within a wider workflow leading from image digitization to publication.

Keywords: Standardization, TEI-XML, Digital Humanities, European Holocaust Research Infrastructure

1. Introduction

Research in the humanities has taken a turn with
the advent of computational methods. The TEI—
Text Encoding Initiative, or Text Encoding for In-
terchange (Unsworth, 2011; Holmes, 2016)—has
been involved in the processing of textual data
since 1988 (Schmidt, 2014) and has become a
widely used standard in Digital Humanities for struc-
turing textual documents at large (Burnard, 2014;
Burnard, 2018). In 2018, the European Holocaust
Research Infrastructure1 (EHRI) published its first
online edition of Holocaust testimonies: BeGrenzte
Flucht, or “Bordered Escape”, encoded according
to the general TEI All schema, which we will discuss
in Section 3.

Numerous digital scholarly editions of textual
documents have been published, mainly of histor-
ical and literary texts (Schmidt, 2014), and have
generally contributed to the advancement of Dig-
ital Humanities. Since the 1990s, the TEI has
evolved and expanded greatly in a desire to meet
the needs of the research community as much as
possible (Bauman, 2011; Holmes, 2016; TEI Con-
sortium, 2023). For example, the development of
the Shelley-Godwin Archive project (Muñoz and
Viglianti, 2015) coincided with the improvement of
Chapter 11 of the TEI Guidelines “Representation
of Primary Sources” (TEI Consortium, 2023), which
proved incredibly useful to the community having

1https://www.ehri-project.eu/

to deal with legacy material.

The issue of standardizing encoding practices
for specific purposes, such as the publication of
Holocaust testimonies, remains to be addressed.
Our corpus, the EHRI Online Editions, is a great
test-bed for doing so. In the course of taking up the
existing editions with the purpose of providing a sta-
ble publishing environment for them, we observed
disparities and inconsistencies in the encoding from
one edition to another due, in particular, to the im-
provement of the encoders’ skills over time. As a
result, the need for normalization within the EHRI
Online Editions emerged, as well as a broader re-
flection on the standardization of the encoding of
Holocaust-related documents.

This paper presents the TEI customization that
we developed for the EHRI Online Editions, and
how it can be extended to standardize the encod-
ing of Holocaust-related textual documents. Sec-
tion 2 presents the EHRI Online Editions, Section
3 deals with data structuration in TEI, and Sec-
tion 4 focuses on the EHRI TEI customization2.
Finally, Section 5 discusses the extension of the
EHRI specifications to all encoding projects dealing
with Holocaust-related documents.

2https://github.com/SarahBeniere/EHRI-
Workflow/blob/main/ENCODING/Guidelines/ODD_EHRI.xml
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2. The EHRI Online Editions

EHRI is a transnational consortium funded by the
European Union (EU) with partnering institutions all
across Europe, Israel, and the United States. It is
coordinated by the NIOD Institute for War, Holo-
caust and Genocides Studies based in Amster-
dam, Netherlands. EHRI is currently in its third
phase (EHRI-3, 2020-2024), organized in twelve
work packages (WP), among which the WP12 “New
Approaches to Holocaust Research and Archiving”.

Within the framework of WP12, EHRI has already
published five online editions3. These digital edi-
tions are collections of archival documents held by
EHRI’s various partnering institutions, gathered to-
gether and processed by EHRI’s editors and made
available online4.

Figure 1: Example of testimony

Bordered Escape contains testimonies on the
forced emigration of the Jewish population of Aus-
tria after its annexation in March 1938. It focuses
on the situation at the Czechoslovakian border, es-
pecially as Czechoslovakia’s immigration policy be-
came more and more restricted.

3https://www.ehri-project.eu/ehri-online-editions
4When unavailable on EHRI’s website, the transla-

tions of the titles of the editions in English are our own.

Early Holocaust Testimony is composed of writ-
ten or transcribed oral testimonies on the persecu-
tion of the Jews in Nazi Germany. The testimonies
span from 1933, when Adolf Hitler was appointed
Chancellor, to the trial of Adolf Eichmann in 1961.

Diplomatic Reports gathers reports written by
foreign diplomats stationed in Nazi Germany to their
respective Ministry of Foreign Affairs.

From Vienna to Nowhere: The 1939 Nisko De-
portations is a collection of testimonies and let-
ters documenting the Nisko Plan, which aimed at
creating a Jewish reservation, built by the Jews
themselves, in Nisko and Lublin (Poland). The edi-
tion focuses on the deportation of approximately
1,600 Jewish men from Vienna to Nisko on the 20th

and 26th October 1939 and what became of them.

Documentation Campaign is composed of tes-
timonies of survivors collected in 1945 and 1946
during the “Documentation Campaign” in Prague
(Czechoslovakia), which is one of the first postwar
initiatives to document the events of the Holocaust.

3. Structuring Data in TEI

3.1. A Standard for Structuring Textual
Documents

As briefly mentioned in the introduction, the TEI
Guidelines are a widely adopted standard for struc-
turing textual documents in, among other applica-
tions, digital scholarly edition projects. They are
based on the W3C XML recommendation, and pro-
vide “a highly interoperable format” (Schmidt, 2014)
with a set of recommended elements that come
with a precise syntax and documentation. These
recommendations are compiled in the TEI infras-
tructure as both a technical specification and exten-
sive prose (TEI Consortium, 2023), thus ensuring
a common knowledge on the encoding of textual
data for research in the humanities. In the case of
the EHRI Online Editions, choosing the TEI instead
of developing their own arbitrary EHRI tagset has
two main advantages:

1. Using the TEI gives relevance to the project,
because it aligns with the values and prac-
tices of a wider community (Burnard, 2014;
2018) and thus facilitates the integration of the
outputs within a wider corpus, as well as it in-
creases the possibility to reuse existing editing,
query, or publishing tools.

2. It also aligns with the pre-existing practices
of EHRI as an infrastructure, given that their
system already relies on XML technology, in
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particular on EAD-XML (Alexiev et al., 2019;
Levy, 2019; Romary and Riondet, 2019).

According to Lou Burnard (2014; 2018), the suc-
cess of the TEI in Digital Humanities projects lies
in its three main characteristics:

1. Contrary to typical word processors like Mi-
crosoft Word or LibreOffice Writer—which tend
to focus on the aesthetic rendering of the text—
a TEI encoding is semantic. It is particularly
useful for named entities disambiguation tasks.
For example, the character string “Warsaw”
could either refer to the city and capital of
Poland Warsaw, or to the Warsaw Ghetto (Fig-
ure 2).

<placeName type=" c i t y ">Warsaw< / placeName>
<placeName type=" ghet to ">Warsaw< / placeName>

Figure 2: Disambiguation of “Warsaw” in TEI

2. A TEI-XML file, like all XML files, is a suc-
cession of characters that both humans and
machines can read and understand. As a re-
sult, the action of opening and reading the
content of a TEI-encoded text is independent
of any software, whereas a Microsoft Word
document (.docx), for example, requires at
the very least a word processor to open.

3. The TEI recommendations are sustained by
the TEI Consortium and improved by the con-
tinuous involvement of the TEI community. In
addition, because the Guidelines are available
online and the community is active, it makes it
an accessible technology for beginners.

3.2. Best Practices and Standardization
When encoding a text in XML, the encoder is free
to use whatever tags they want and to give them
a meaning of their own. In his article on TEI con-
formance, Lou Burnard (2018) gives the example
of the <p> tag. Generally speaking, <p> is used to
encode a paragraph, but we could decide that in the
case of our encoding it means “potato”. This exam-
ple highlights the relevance of a standard like the
TEI. Nevertheless, criticism has been expressed
toward the TEI as being too wide and too restric-
tive at the same time, or the choice of the tags
being guided by human interpretation of the text,
thus leading to an impediment of interoperability
(Bauman, 2011; Schmidt, 2014).

While we agree with the fact that the encoders
choosing which element they want to draw attention
to makes interchange difficult per se, because it im-
plies that everyone is aware of the purpose of said

encoding, we argue that a solution could be the
implementation of a schema and documentation by
means of an ODD. The ODD—for One Document
Does-it-all—is a TEI-XML file which contains both
a customization of the TEI and its associated docu-
mentation. From the ODD file, we can derive a Re-
laxNG validation schema with the customized TEI
specifications, but also the prose documentation
for the human reader to understand the purpose
and extent of the project’s encoding. In addition,
an ODD established by an experienced TEI user
can help a beginner to make sure their encoding is
valid.

We previously alluded to a few inconsistencies in
the TEI encoding of the EHRI Online Editions. This
is due, on the one hand, to the improvement of the
encoders’ skills over time, and on the other hand
to the fact that the declared validation schema was
“TEI All”. As the name suggests, the TEI All schema
encompasses all elements and attributes from the
TEI. However, no project would ever use them all,
thus emphasizing the relevance of a TEI customiza-
tion, which “expresses how a given project has cho-
sen to interpret the general principles enumerated
by the Guidelines, as well as formally specifying
which particular component of the Guidelines it
uses” (Burnard, 2018). In addition, this profusion of
TEI elements can easily lead to confusion between
several elements (typically <bibl>, <biblFull>
and <biblStruct>), especially for encoders who
might not yet be familiar with TEI-XML.

The TEI customization and specifications asso-
ciated can help define a framework within which
the encoders can work and apply best practices.
For example, a good practice in TEI-XML consists
in structuring the <body> of the <text> with at
least one <div> (division) element (Figure 3). We
decided to make this a mandatory rule in the EHRI
specifications (Figure 4).

<body>
<d iv type=" t r a n s c r i p t i o n " xml : lang=" de ">

<pb n=" 1 " / >
<p> [ . . . ] < / p>

< / d i v >
< / body>

Figure 3: Minimal template for the <body>

<schemaSpec iden t = " body " mode=" change ">
< ! −− d iv i s mandatory i n the body −−>
<content>

<elementRef key=" d i v " minOccurs=" 1 "
maxOccurs=" unbounded " / >
< / content>

< / schemaSpec>

Figure 4: Schema specification for <body>

This framework applies to both published and
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future editions. For editions that have already been
published, we wrote a Python script to automatically
apply the new RelaxNG schema to all the XML
files5. For future editions, the schema should be
applied instead of “TEI All” from the beginning.

As a final general good practice, we recom-
mended using international norms like ISO to fill
in the value for an attribute. The ISO norms we
included in the EHRI specifications are:

1. ISO 6396 codes for the representation of lan-
guages;

2. ISO 31667 codes for the representation of
names of countries;

3. ISO 86018 standard for dates (YYYY-MM-DD).

4. TEI Customization for Holocaust
Testimonies

4.1. Normalizing the EHRI Online
Editions

Until now, the texts selected by the editors were
transcribed and encoded manually (Frankl et al.,
2018), which raised two main issues:

1. It is an extremely time-consuming and tedious
task;

2. It is a source of encoding mistakes.

In order to write the ODD for the EHRI On-
line Editions, we needed to analyze the encod-
ing practices of the encoders for the editions
that had already been published: “Bordered Es-
cape”, “Early Holocaust Testimony”, “Diplomatic
Reports”, and “Nisko”. We noticed, for instance,
recurring mistakes in the spelling of attribute val-
ues (i) or the usage of different languages (ii): (i)
@type=“subeject” or (ii) @type=“subjekt”
(German) instead of @type=“subject”. Even
though they may refer semantically to the same
entity—a term (<term>) for example—the machine
will consider them as different instances. This leads
to an incorrect count of the occurrences and to ref-
erencing mistakes that are not easily detectable.

One of the normalizing aspects for the EHRI On-
line Editions which we considered important is the
language chosen for encoding the metadata. In an
edition gathering documents from different holding
institutions, the metadata should be filled in thor-
oughly. In a spirit of data reuse, we thought that all
metadata should appear at least in English. Some

5https://github.com/EHRI/ehri-online-editions
6https://www.iso.org/iso-639-language-code
7https://www.iso.org/iso-3166-country-codes.html
8https://www.iso.org/iso-8601-date-and-time-

format.html

metadata can be translated, like the title of the doc-
ument (Figure 5) or the name of its holding institu-
tion. For example, the original name for the Jewish
Museum in Prague is “Židovské muzeum v Praze”
(Czech), but we estimated that the most commonly
understood language among EHRI partners would
be English. Therefore, we established English as
the main language for encoding the metadata.

< t i t l e xml : lang=" en "> L i s t o f Viennese Nisko
deportees who died i n Kamensk− U r a l s k i < / t i t l e >

< t i t l e xml : lang=" de "> L i s t e von Wiener Nisko −
Depor t ie r ten , d ie i n Kamensk− U r a l s k i vers tarben
< / t i t l e >

Figure 5: Encoding of the title of a document

Normalizing the EHRI Online Editions is the first
step toward TEI specifications for the standardiza-
tion of Holocaust-related documents in TEI-XML. In-
deed, the ODD for the EHRI Online Editions serves
three purposes:

1. Avoiding encoding mistakes as much as pos-
sible;

2. Setting up good encoding practices in general,
especially in case any of the encoders is not
yet familiar with TEI-XML;

3. Establishing a validation schema particularly
suitable for Holocaust-related textual docu-
ments, derived from the ODD, insofar as si-
multaneously harmonizing the previously pub-
lished EHRI digital editions and ensuring the
consistency of the future ones.

4.2. Points of Interest in the EHRI TEI
Specifications

Language Codes (ISO 639) Even though this
is a mistake that was rapidly corrected in the sec-
ond edition, we found some inconsistency in the
codes chosen for the representation of languages
as values for the @xml:lang attribute. It is natu-
rally tempting to use a code that would be correct
in one’s own native language, which can result in
referencing mistakes like the misspelling of “sub-
ject” we mentioned in Section 4.1. A very common
example of such bias is the representation of the
German language: we could imagine either “de”
for “Deutsch” (German), “ger” for “German” (En-
glish), and even “all” for “Allemand” (French).
While all these codes are correct representations
of the German language, they must not be used
all at once within the same edition. As a result,
we recommended that the encoders use the codes
provided by the ISO 639 norm (Figure 6), available
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through the Iana Language Subtag Registry9.

< v a l L i s t mode=" add " type=" semi ">
<va l I tem iden t = " cs ">

<desc>Czech< / desc>
< / va l I tem>
<va l I tem iden t = " da ">

<desc>Danish< / desc>
< / va l I tem>
<va l I tem iden t = " de ">

<desc>Deutsch< / desc>
< / va l I tem>
<va l I tem iden t = " e l ">

<desc>Modern Greek< / desc>
< / va l I tem>
<va l I tem iden t = " en ">

<desc>Engl ish< / desc>
< / va l I tem>
<va l I tem iden t = " es ">

<desc>Spanish< / desc>
< / va l I tem>
<va l I tem iden t = " f r ">

<desc>French< / desc>
< / va l I tem>
<va l I tem iden t = " he ">

<desc>Hebrew< / desc>
< / va l I tem>
<va l I tem iden t = " hu ">

<desc>Hungarian< / desc>
< / va l I tem>
<va l I tem iden t = " i t ">

<desc> I t a l i a n < / desc>
< / va l I tem>
<va l I tem iden t = " j a ">

<desc>Japanese< / desc>
< / va l I tem>
<va l I tem iden t = " n l ">

<desc>Dutch< / desc>
< / va l I tem>
<va l I tem iden t = " p l ">

<desc>Po l i sh< / desc>
< / va l I tem>
<va l I tem iden t = " ru ">

<desc>Russian< / desc>
< / va l I tem>
<va l I tem iden t = " sk ">

<desc>Slovak< / desc>
< / va l I tem>
<va l I tem iden t = " uk ">

<desc>Ukra in ian< / desc>
< / va l I tem>
<va l I tem iden t = " y i ">

<desc>Yidd ish< / desc>
< / va l I tem>

< / v a l L i s t >

Figure 6: Language codes used by EHRI

Implementing Controlled Vocabulary The
EHRI Portal10 presents itself as one of the main
resources about the Holocaust for it gathers
information on archival sources from across the
world. One of their primary achievements is the
creation of controlled vocabulary. Among the
EHRI terms, some are identified as linguistically
distinct because they are vocabulary coined by
the Nazis or specifically used in reference to the
concentration and extermination camps. In the
continuity of the encoding work performed by
the EHRI encoders, we modified the specifica-

9https://www.iana.org/assignments/language-
subtag-registry/language-subtag-registry

10https://portal.ehri-project.eu/

tions for the <distinct> element. As a result,
we made the @type attribute mandatory and
suggested a semi-open list of values containing
“camp_language” and “nazi_language”
(Figure 7). Hence, a dialog box with the list of
possible values appears every time the @type
attribute from the <distinct> element is filled in
when encoding a text.

<elementSpec iden t = " d i s t i n c t " mode=" change ">
< a t t L i s t >

< ! −− @type i s mandatory and i t s value i s
e i t h e r camp_language or nazi_language −−>

<a t tDe f i den t = " type " mode=" change " usage="
req ">

< v a l L i s t mode=" add " type=" semi ">
<va l I tem iden t = " camp_language " / >
<va l I tem iden t = " nazi_language " / >

< / v a l L i s t >
< / a t tDe f >

< / a t t L i s t >
< / elementSpec>

Figure 7: Specifications for <distinct>

Including Translation(s) in a Single File The
EHRI ODD is part of a broader workflow for process-
ing Holocaust-related documents11. The last step
of this workflow is the publication of the editions on
a TEI Publisher12 application dedicated to all the
EHRI digital editions. In order to do so, we decided
to include the documents in their original language
as well as their translation(s) within a unique file
bearing the EHRI identifier, for example "EHRI-
ET-WL16560413" (Figure 1). This is done by en-
suring the structuration of the <body> with first-
level <div> (division) elements specified with the
attributes @type (Figure 8) and @xml:lang (ISO
639 values).

Encoding Template for the <teiHeader> As
we mentioned previously, particular attention must
be given when encoding the documents’ metadata.
We created a template (Appendix A) to make sure
that no available piece of information is missing.
A good practice that needs to be implemented by
the EHRI encoders is the use of the <revision-
Desc> so as to follow all the modifications made
within the file. The template also contains fields
that are already filled in because their value is con-
sistent for every single file: <affiliation> and
<authority> will always be EHRI, and we share
the documents according to the Creative Commons
Attribution 4.0 International license (CC BY 4.0)13.

11https://github.com/SarahBeniere/EHRI-
Workflow/tree/main

12https://teipublisher.com/exist/apps/tei-publisher-
home/index.html

13https://creativecommons.org/licenses/by/4.0/

14



<elementSpec iden t = " d i v " mode=" change ">
<const ra in tSpec scheme=" schematron " i den t = " div
−1 ">

< c o n s t r a i n t >
< s : r u l e contex t= " t e i : T E I / t e x t / body / d i v [

@type ] ">
< s : a s s e r t t e s t = "@type= ’

t r a n s c r i p t i o n ’ or @type= ’ t r a n s l a t i o n ’ ">Value
f o r @type i n f i r s t − l e v e l d i v i s i o n i s e i t h e r
t r a n s c r i p t i o n or t r a n s l a t i o n < / s : a s s e r t >

< / s : r u l e >
< / c o n s t r a i n t >

< / cons t ra in tSpec>
< a t t L i s t >

< ! −− @type i s mandatory and i t s value
should e i t h e r be t r a n s c r i p t i o n or t r a n s l a t i o n
−−>

<a t tDe f i den t = " type " mode=" change " usage="
req ">

< v a l L i s t mode=" add " type=" semi ">
<va l I tem iden t = " t r a n s c r i p t i o n " / >
<va l I tem iden t = " t r a n s l a t i o n " / >

< / v a l L i s t >
< / a t tDe f >

< / a t t L i s t >
< / elementSpec>

Figure 8: Specifications for first-level <div>

5. Discussion and Conclusion

This paper presents the TEI specifications devel-
oped in the context of the EHRI Online Editions.
The implementation of the EHRI ODD is organized
in two steps: the processing of editions that have al-
ready been published, and the processing of future
digital editions. The texts of the previous editions
must be validated against the RelaxNG schema
derived from the EHRI ODD, and we have experi-
mented with a Python script to automatically apply
the new schema to the texts that were already en-
coded. As for future editions, the texts are to be
encoded according to the TEI specifications de-
fined in the EHRI ODD14. We present the EHRI
ODD as a starting point for the standardization of
encoding practices regarding Holocaust-related tex-
tual documents. Indeed, using semi-open lists for
attribute values for example allows an extension to
documents in more languages, and/or containing
other types of specific vocabulary. As we are strong
advocates of the open science approach, we make
the EHRI ODD public and reusable according to
the terms of the CC BY 4.0 license. Therefore, it
can serve as a basis for the development of more
complete encoding guidelines for Holocaust testi-
monies, following the “ODD chaining” tutorial by
Lou Burnard (2016) for instance.
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A. Template for the <teiHeader>

<teiHeader>
< f i l eDesc >

< t i t l e S t m t >
< t i t l e xml : lang=" en " / >
< t i t l e xml : lang=" " / >
< p r i n c i p a l >

< a f f i l i a t i o n >
<orgName r e f = " h t t p s : / /www. ehr i − p r o j e c t . eu ">

European Holocaust Research I n f r a s t r u c t u r e
< / orgName>

< / a f f i l i a t i o n >
< / p r i n c i p a l >
<respStmt>

<resp / >
<persName / >

< / respStmt>
< / t i t l e S t m t >
< pub l i ca t i onS tmt >

< a u t h o r i t y >
< r e f t a r g e t = " h t t p s : / /www. ehr i − p r o j e c t . eu ">European Holocaust Research I n f r a s t r u c t u r e < / r e f >

< / a u t h o r i t y >
< a v a i l a b i l i t y >

< l i cence t a r g e t = " h t t p : / / creativecommons . org / l i censes / by−sa / 4 . 0 ">
A t t r i b u t i o n −ShareAl ike 4.0 I n t e r n a t i o n a l

< / l i cence >
< / a v a i l a b i l i t y >

< / pub l i ca t i onS tmt >
<ser iesStmt>

< t i t l e r e f = " { l i n k to the on l i ne e d i t i o n } " / >
< / ser iesStmt>
<sourceDesc>

<msDesc>
< m s I d e n t i f i e r >

< i n s t i t u t i o n >
<orgName / >
<address>

< s t r e e t >
<num/ >

< / s t r e e t >
<postCode / >
<se t t l ement / >
<count ry / >

< / address>
< / i n s t i t u t i o n >
< c o l l e c t i o n / >
<idno / >

< / m s I d e n t i f i e r >
<physDesc>

<p / >
< / physDesc>

< / msDesc>
< b i b l >

<textLang / >
< / b i b l >

< / sourceDesc>
< / f i l eDesc >
<encodingDesc>

<pro jectDesc>
<p xml : lang=" en " / >

< / pro jectDesc>
< / encodingDesc>
<pro f i l eDesc >

< c rea t i on >
<or igDate when=" " / >
<or igP lace r e f = " {GeoNames l i n k } " / >
<persName r e f = " {EHRI e n t i t y } " / >

< / c rea t i on >
< tex tC lass>

<catRef t a r g e t = " { l i n k to EHRI p o r t a l } " / >
<keywords>

<term / >
< / keywords>

< / tex tC lass>
<langUsage>

<language iden t = " " / >
< / langUsage>
< abs t rac t >

<p xml : lang=" en " / >
< / abs t r ac t >

< / p ro f i l eDesc >
<rev is ionDesc>

<change when=" " who=" { } " / >
< / rev is ionDesc>

< / te iHeader>
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Abstract
The European Holocaust Research Infrastructure (EHRI) aims to support Holocaust research by making information
about dispersed Holocaust material accessible and interconnected through its services. Creating a tool capable of
detecting named entities in texts such as Holocaust testimonies or archival descriptions would make it easier to
link more material with relevant identifiers in domain-specific controlled vocabularies, semantically enriching it, and
making it more discoverable. With this paper, we release EHRI-NER, a multilingual dataset (Czech, German, English,
French, Hungarian, Dutch, Polish, Slovak, Yiddish) for Named Entity Recognition (NER) in Holocaust-related texts.
EHRI-NER is built by aggregating all the annotated documents in the EHRI Online Editions and converting them to a
format suitable for training NER models. We leverage this dataset to fine-tune the multilingual Transformer-based
language model XLM-RoBERTa (XLM-R) to determine whether a single model can be trained to recognize entities
across different document types and languages. The results of our experiments show that despite our relatively small
dataset, in a multilingual experiment setup, the overall F1 score achieved by XLM-R fine-tuned on multilingual an-
notations is 81.5%. We argue that this score is sufficiently high to consider the next steps towards deploying this model.

Keywords: Holocaust Testimonies, Named Entity Recognition, Transformers, Multilingual, Transfer Learn-
ing, Digital Editions

1. Introduction

Launched in 2010, the European Holocaust Re-
search Infrastructure (EHRI)1 aims to support Holo-
caust research by making information about dis-
persed archival material held by institutions around
the world more accessible and interconnected
through the EHRI Portal2 (Blanke et al., 2017).
While the EHRI Portal is EHRI’s flagship service,
the EHRI Consortium is offering a series of addi-
tional resources, tools, and services that help re-
searchers and archivists describe, analyze, enrich,
and present Holocaust-related material using inno-
vative methods (de Leeuw et al., 2018). Apart from
the EHRI Portal, of particular relevance to this pa-
per are the EHRI controlled vocabularies, the EHRI
authority sets, and the EHRI Online Editions3.

As an aggregator of multilingual Holocaust-
related archival material from diverse institutions,
the EHRI Portal is faced with a significant challenge
relating to the fact that this material is often de-
scribed not only in various languages but also using
a variety of methodologies and in-house, language-
specific controlled vocabularies that need to be
normalized to a shared vocabulary to be smoothly

*Both authors contributed equally to this work.
1EHRI project website. Accessed 2/27/2024.
2EHRI portal website. Accessed 2/27/2024.
3See EHRI controlled vocabularies, EHRI authority

sets, and EHRI online editions. Accessed 2/27/2024.

ingested in the EHRI Portal (Erez et al., 2020).
For this reason, EHRI has developed custom con-
trolled vocabularies and authority sets mainly de-
rived from already existing ones developed by insti-
tutions such as Yad Vashem (YV), the United States
Holocaust Memorial Museum (USHMM), Arolsen
Archives, etc. (Rodriguez et al., 2016; Erez et al.,
2020), covering lists of concentration camps, ghet-
tos, subject headings, personalities and corporate
bodies4. These vocabularies are primarily used for
indexing purposes in the EHRI Portal, allowing for
semantic search (Colavizza et al., 2019) through
keyword-based browsing and play a crucial role in
achieving EHRI’s goal of interlinking multilingual
and heterogeneous Holocaust collections. They
are also used to enhance the EHRI Online Editions
and articles in the EHRI Document Blog5 with more
information and references to the EHRI Portal.

However, creating links between resources
hosted across different EHRI services and the EHRI
vocabularies is a resource-intensive process, usu-
ally done manually. Creating a tool capable of de-
tecting named entities (NE) in texts such as Holo-
caust testimonies or the text in Holocaust-related
archival descriptions would make it easier to link
more material with relevant identifiers in the EHRI

4The aforementioned lists and sets are available on-
line. See camps, ghettos, terms, personalities, and cor-
porate bodies. Accessed 2/27/2024.

5See EHRI Document Blog. Accessed 2/27/2024.
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vocabularies, semantically enriching it and making
it more discoverable in the Portal and other EHRI
services. The significance that reliable Named En-
tity Recognition (NER) and entity linking (EL) tools
may have for EHRI has been highlighted in previous
work (Rodriguez et al., 2012; de Leeuw et al., 2018).
Having access to a good NER tool can help with
building a reliable EL tool. EHRI partners have pre-
viously experimented with the development of such
tools (Rodriguez et al., 2012; de Leeuw et al., 2018;
Nikolova and Levy, 2018). However, since the pub-
lication of the most recent paper related to EHRI
and NER (de Leeuw et al., 2018), EHRI’s growth
in resources and advances in Machine Learning
(ML) promise better results compared to earlier ex-
periments. In this paper, we report on recent work
towards Holocaust-related NER.

Specifically, we treat the EHRI digital scholarly
editions (i.e., EHRI Online Editions) as a dataset
for training and evaluating ML-powered NER mod-
els. We have converted all available Extensible
Markup Language (XML) files from the EHRI On-
line Editions into a trainable corpus in a format
suitable for NER and have leveraged this dataset
(See Table 2) to fine-tune a multilingual language
model for NER. The resulting model can be used
as part of a pipeline whereby, upon inputting some
text into a tool that supports our models, potential
named entities within the text will be automatically
pre-annotated in a way that helps users detect them
faster and link them to their associated controlled
vocabulary entities. This has the potential to fa-
cilitate metadata enrichment of descriptions in the
Portal and enhance their discoverability. It would
also make it easier for EHRI to develop new Online
Editions and unlock new ways for archivists and
researchers within the EHRI network to organize,
analyze, and present their materials and research
data in ways that would otherwise require a lot of
tedious work.

Our contributions are: the EHRI-NER dataset, a
multilingual NER model for Holocaust-related texts,
and experiments studying the multilingual learn-
ing and cross-lingual transfer capabilities of Deep
Learning NER techniques. In what follows, we de-
scribe related work (Section 2) and provide detailed
information on the source of our dataset, the EHRI
Online Editions (Section 3). Subsequently, we de-
tail how we put together the dataset (Section 4) and
how we designed and carried out our fine-tuning
experiments (Section 5). We conclude with a sum-
mary and future research pathways (Section 6).

2. Related Work

Previously, EHRI experimented with applying off-
the-shelf NER tools to the Optical Character Recog-
nition (OCR) output of type-written Holocaust sur-

vivor testimonies and newsletters for the crew of
H.M.S. Kelly (Rodriguez et al., 2012). Due to the
lack of an already available annotated corpus for
domain-specific NER tools, Rodriguez et al. (2012)
manually annotated the OCRed corpus compiled
for their experiments. Given the lack of resources,
their experiments remained limited and focused on
comparing which of the then-existing NER tools
yielded the best results. The maximum total F1
score achieved across all tools and datasets under
consideration was 60% (Rodriguez et al., 2012).
In 2018, de Leeuw et al. (2018) published another
paper detailing EHRI’s efforts to offer reliable NER
services for the Holocaust domain. They reiter-
ated the lack of suitable corpora and crafted their
own gold corpus by crowd-sourcing annotations
on transcripts of oral testimonies provided by the
USHMM (de Leeuw et al., 2018; Nikolova and Levy,
2018). They used this corpus to develop person
and location extraction services. Their methodol-
ogy included fine-tuning and extending commercial
software and they achieved an F1 score of 77%
for person extraction. For location extraction, they
adapted a proprietary service to tag and disam-
biguate locations in Holocaust testimonies. The de-
tails of these tools are not specified but the authors
reported a resulting F1 score of 91% for the disam-
biguated place-related access points, although it is
unclear how the first part of their pipeline (i.e. the
tagger) performed. To our knowledge, neither the
purpose-built NER datasets nor the EHRI-specific
tools developed during earlier work are publicly
available today or were formally deployed as EHRI
services.

Apart from EHRI-related efforts, there is a
broader interest in applying NER tools on
Holocaust-related texts (Ezeani et al., 2023; Carter
et al., 2022) as well as in developing domain-
specific ones. Notable examples include Mat-
tingly’s (2021a; 2021b) lessons on Holocaust
NER and Nanomi Arachchige et al.’s (2023) pa-
per detailing their work on compiling and anno-
tating an English corpus for Holocaust-related
NER, which they used to train and evaluate rules-
based and transformer-based (Vaswani et al., 2017)
tools. Consistent with other publications (Luthra
et al., 2023; Ehrmann et al., 2023), many of the
Transformer-based models included in Nanomi
Arachchige et al.’s (2023) experiments achieved
high F1 scores across most of the entities consid-
ered, encouraging us to select a similar architecture
for our experiments.

However, since the material processed by EHRI
is diverse and multilingual, we wanted to work to-
wards developing a single multilingual NER model
that would leverage multilingual learning for cross-
lingual transfer (Mueller et al., 2020; Ehrmann et al.,
2023; Schweter et al., 2022; Wu et al., 2020). Mul-
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tilingual NER in historical documents has seen
a growing interest amongst the Digital Humani-
ties (DH), Natural Language Processing (NLP),
and cultural heritage communities (Ehrmann et al.,
2023). In 2022, Ehrmann et al. (2022) introduced
a shared task on NER and EL in multilingual histor-
ical documents, encouraging researchers to study
approaches that can work well across different con-
texts and languages. Ehrmann et al. (2022) ac-
knowledge that advances in AI thanks to the Trans-
former architecture and the increased availability
of suitable resources create new opportunities for
working towards such solutions. The same is true
in the EHRI context, where since the work of Ro-
driguez et al. (2012) and Nikolova and Levy (2018),
EHRI has produced a series of manually annotated
digital scholarly editions. Although the original pur-
pose of these editions was not to provide a dataset
for training NER models, we argue that they nev-
ertheless constitute a high-quality resource that is
suitable to be used in this way. We therefore repur-
posed them to train multilingual Transformer-based
NER models testing the hypothesis that we now
have enough resources to develop a single domain-
specific tool that can work reliably well across dif-
ferent languages and document types encountered
in EHRI collections.

3. EHRI Online Editions

Since 2018, the EHRI Consortium has sup-
ported the development and publication of six
Holocaust-related digital scholarly editions6 (EHRI-
Consortium, 2021; Frankl and Schellenbacher,
2018; Frankl et al., 2023; Frankl and Schellen-
bacher, 2023; Frankl et al., 2020; Garscha et al.,
2022). Each edition enables digital access to fac-
similes and transcripts of thematically related doc-
uments held by different EHRI partner institutions
through a single web interface and unlocks new
ways of presenting and browsing through histori-
cal sources using digital tools. Publishing a digital
edition is a resource-intensive process. Notwith-
standing the extensive archival research needed
for selecting the documents, additional steps in-
clude transcribing and translating them and, most
importantly, annotating words and phrases found
within these texts and creating links with entities in
controlled vocabularies provided by EHRI and third
parties. Currently, this annotation is done manually
by or under the supervision of subject matter ex-
perts, ensuring a high quality of annotations7. We
repurposed these resources to convert them into
a dataset suitable for training NER models, which
we consider as a gold standard.

6At the time of writing: 2/26/2024.
7More info about this process can be found on the

website of each edition.

Each EHRI Online Edition consists of digitized
documents originating from various archives that
are selected, edited, and annotated by EHRI re-
searchers using the Text Encoding Initiative (TEI)
P5 standard (TEI Consortium, 2023), an XML
schema, which supports their online publication.
Editions enhance the edited documents by contex-
tualizing the information contained within them and
linking them to EHRI vocabularies and descriptions,
and by visualizing georeferenced entities through
interactive maps. Thanks to their encoding in TEI,
they are fully searchable and can be filtered using
facets such as spatial locations, topics, persons, or-
ganizations, and institutions. All documents within
an edition have a transcript, either in their original
language, a translation, or both, and have access
to their facsimile. EHRI Editions are published with-
out a regular schedule and it is possible to update
them with new material or improve the already pub-
lished documents. In the following paragraphs, we
present each edition individually.

Begrenzte Flucht Edition The BeGrenzte Flucht
(BF) edition (Frankl and Schellenbacher, 2018)
gathers documents kept in various Czech and Aus-
trian archives relating to Austrian refugees on the
border to Czechoslovakia in the crisis year 1938,
including official reports, correspondence, diplo-
matic notes, newspaper reports, and documents
from Jewish aid organizations. The BF edition is in
German and the vast majority of documents, if not
originally in German, have been translated into Ger-
man. Transcripts in the original languages of the
documents, including Czech, Slovak, and English
are also included.

Early Holocaust Testimonies Edition The Early
Holocaust Testimony (EHT) edition (Frankl et al.,
2020) contains selected and edited testimonies
and reports kept in five different archives: the
Wiener Holocaust Library in London, Yad Vashem
in Jerusalem, the Jewish Historical Institute in War-
saw, the Hungarian Jewish Archives in Budapest,
and the Jewish Museum in Prague. All of the doc-
uments have an English translation but transcripts
of the original documents in Czech, German, Hun-
garian, Polish, Dutch, and Yiddish are provided.

Diplomatic Reports Edition The Diplomatic Re-
ports (DR) edition (EHRI-Consortium, 2021) gath-
ers documents created by the diplomatic staff of
allied countries, opponents, and neutral countries.
They all report on the German occupation. They in-
clude reports from the diplomatic staff of Denmark,
Italy, Japan, Hungary, Slovakia, and the US. All of
the documents have been translated into English,
regardless of their original language.
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Von Wien ins Nirgendwo: Die Nisko-Depor-
tationen 1939 Edition The Von Wien ins Nir-
gendwo: Die Nisko-Deportationen 1939 (ND) edi-
tion (Garscha et al., 2022) was created in coopera-
tion with the Documentation Archive of the Austrian
Resistance. It gathers documents on the history
and the fate of the Viennese Jewish deportees to
Nisko, Poland, in 1939. The source documents
are from various archival institutions in different
countries and are provided in German.

Documentation Campaign Edition The Docu-
mentation Campaign (DC) edition (Frankl et al.,
2023) gathers documents held by the Jewish Mu-
seum in Prague and by Yad Vashem consisting of
Holocaust survivor testimonies and photographs
collected within the framework of the so-called “Doc-
umentation Campaign” in Prague, one of the earli-
est postwar projects to document the events of the
Shoah, collecting evidence, documents, and wit-
ness testimonies. All of the documents have been
translated into English but transcripts of the original
documents in Czech and German are provided.

Uzavřít Hranice Edition Similar to the BF
edition, the Uzavřít Hranice (UH) edition (Frankl
and Schellenbacher, 2023) gathers documents
kept in various Czech, Austrian, and other archives
relating to Austrian refugees on the border to
Czechoslovakia in the crisis year 1938. The
UH edition is in Czech and the vast majority of
documents, if not originally in Czech, have been
translated into Czech. Transcripts in the original
languages of the documents, including Czech,
Slovak, and English are also included.

Since the EHRI Online Editions cover a vari-
ety of languages, document types, periods, and
thematic and spatial areas of focus, training NER
models on this dataset may lead to tools that can
generalize better on different types of Holocaust-
related documents, compared to training them only
on testimony-based corpora like in previous work.
This will hopefully make our models more robust
and interoperable across different EHRI services.

4. The EHRI-NER Dataset

This section presents EHRI-NER, a multilingual
NER dataset derived from the EHRI Online Editions.
We fully released EHRI-NER on Hugging Face and
GitHub8.

8See the EHRI-NER organization on Hugging Face to
access the model and dataset and the EHRI-NER GitHub
repository to access the dataset subsets per language.

4.1. Languages and Subsets
We sorted all TEI XML files available from the EHRI
Online Editions by language. The resulting EHRI-
NER dataset includes nine languages: Czech (cs),
German (de), English (en), French (fr), Hungarian
(hu), Dutch (nl), Polish (pl), Slovak (sk), and Yiddish
(yi). We created a subset for each language since
they are not represented in the same proportion.

As presented in Section 3, the dataset includes
official reports, correspondences, diplomatic notes,
newspaper reports, and testimonies. The creation
dates of the documents span from 1936 to 2001.

4.2. From TEI XML to the IOB Format
To build the subsets, we created a Python script to
parse the TEI XML documents and convert them to
the CoNLL Inside-Outside-Beginning (IOB) format
(Sang and De Meulder, 2003), which is typical for
NER datasets (Ehrmann et al., 2016)9.

The BF, UH, DC, and EHT editions all include
translations of some of their original transcribed
documents. To avoid contaminating our validation
and test sets, we filtered them out. Additionally,
both the BF and the UH editions contain some
documents that overlap. We also filtered these
out to avoid having duplicates in our dataset.

4.3. Entity Classes
Given that the primary purpose of this work is to
enhance the services and facilitate the work of
EHRI stakeholders, we used a custom typology
of entity classes that corresponds better to how
we envision deploying this tool in the EHRI en-
vironment, extending the CoNLL typology (Sang
and De Meulder, 2003) to include classes such
as camps and ghettos, which correspond to cus-
tom EHRI vocabularies used when annotating
Holocaust materials to produce new EHRI Edi-
tions. However, our typology is coarser compared
to more fine-grained typologies found in similar
work (Nanomi Arachchige et al., 2023). We ex-
tracted all TEI elements <persName>, <place-
Name>, <orgName>, and <date> from the se-
lected TEI XML files. The <placeName> ele-
ment sometimes includes an attribute @type to
indicate whether it is referencing a concentration
camp or a ghetto. We distinguish between <pla-
ceName>, <placeName type="camp">, and
<placeName type="ghetto"> to include fine-
grain camp and ghetto entities in addition to the
coarse-grain location entity. The conversion table
is presented in Table 1.

EHRI TEI XML files also contain the <term> en-
tity, used for annotating various subjects related to

9Our script is available on GitHub.
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the Holocaust and for linking them with their asso-
ciated entries in the EHRI vocabulary of terms10.
However, we have chosen to consider these in-
stances as non-entity tokens, as their broad cover-
age of themes, their variability, and lack of seman-
tic regularity in how they are used in annotations
make them unsuitable in a token classification con-
text. Had we included them in our typology, we
hypothesize that the NER models would tag a dis-
proportionate number of tokens as terms, rendering
the output noisy and confusing. Instead, EHRI is
working on a different solution for extracting subject
metadata, which is outside the scope of this paper.

The EHRI-NER dataset includes a total of
505758 tokens, with 5351 person entities, 9399
location entities, 1867 organization entities, 2237
date entities, 528 ghetto entities, and 1229 camp
entities. The distribution of tokens and entity
classes is detailed in Table 2.

TEI XML Element Entity Class
<persName>Helene Hirsch</persName> Person

<placeName>Berlin</placeName> Location
<orgName>Gestapo</orgName> Organization

<date when="1937-10">Oct. 1937</date> Date
<placeName type="camp">Auschwitz</placeName> Camp
<placeName type="ghetto">getcie</placeName> Ghetto

Table 1: Conversion table for TEI XML Elements
and Entity Classes.

4.4. Data Format and Preprocessing

We chose to convert TEI annotations and non-entity
tokens into the CoNLL IOB format, as presented in
Sang and De Meulder (2003) (see Table 3). The
IOB format ensures that our dataset is interoperable
with common NER tools. Each token and its anno-
tation have been put on a separate line and there
is an empty line after each sentence, as shown in
the following example:

Von O
Gross B-CAMP
- I-CAMP
Rosen I-CAMP
Bahntransport O
nach O
Buchenwald B-CAMP
. O

Each language subset has been tokenized at the
sentence and word levels. We used SpaCy (Hon-
nibal et al., 2020) and its multi-language pipeline
to process each subset11.

10See the EHRI Terms database. Accessed
2/27/2024.

11See the multi-language pipelines available on SpaCy
website. Accessed 2/27/2024.

5. Experimental Setup

We conducted two experiments to determine
whether our dataset was sufficiently large for fine-
tuning a reliable NER model that could be used in
a real-life setting, e.g. speeding up named entity
annotation when curating a new EHRI Online Edi-
tion. We also leveraged the multilingual aspect of
our dataset to test XLM-RoBERTa (XLM-R) (Con-
neau et al., 2020) in a low-resource setting, as our
dataset is significantly smaller than, for instance,
the CONLL2003 NER dataset used for evaluating
this model on a token classification task. In this
section, we describe the model that we used for
fine-tuning, the experiments we conducted on the
dataset, and their results.

5.1. Model
We chose to experiment with the multilingual
Transformer-based masked language model XLM-
RoBERTa-large (Conneau et al., 2020) as it
demonstrates high efficacy in multilingual settings
and strong cross-lingual transfer capabilities, es-
pecially on token classification tasks, without sac-
rificing per-language performance12. According
to Nanomi Arachchige et al. (2023), this model
outperforms the multilingual hmBERT (Schweter
et al., 2022) model which was pre-trained on Ger-
man, French, Swedish, Finnish, and English his-
torical newspapers (thus not pre-trained in all of
the languages present in our dataset). It is impor-
tant to note that XLM-R has seen all languages
represented in the EHRI-NER dataset during its
pre-training.

The same fine-tuning parameters were kept for
all our experiments. The learning rate is set at
3e−5, the number of epochs for training at 3 to avoid
overfitting, the weight decay at 0.01, and the train
and evaluation batch size at 16.

5.2. Experiments
Experiment 1: We fine-tuned XLM-R on all sub-
sets (cs, de, en, fr, hu, nl, pl, sk, yi) to evaluate
the overall performance of the model on a multilin-
gual level. Instead of relying on a simple shuffle,
and to ensure that all languages are represented
in the train, validation, and test set, we first split
each subset into train (80%), validation (10%), and
test (10%) sets, using a seed of 42 for result repro-
ducibility13. Each split subset is then concatenated
and the final dataset is used for fine-tuning. Our
objective was to acquire a single fine-tuned model

12See XLM-RoBERTa-large model card on Hugging
Face website. Accessed 02/27/2024.

13The mentioned seed used for splitting the subsets
was used for all the experiments.
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ISO code Language Tokens PERS LOC ORG DATE GHETTO CAMP

cs Czech 106392 1415 2627 359 741 212 502
de German 218570 2516 3592 871 950 202 396
en English 58 405 363 1015 225 287 52 77
fr French 2273 3 39 8 4 0 5
hu Hungarian 24686 157 304 148 97 2 114
nl Dutch 1991 17 25 33 7 0 2
pl Polish 18385 221 328 54 126 17 51
sk Slovak 3550 30 158 11 21 0 0
yi Yiddish 71506 629 1311 158 4 43 82

/ All 505758 5351 9399 1867 2237 528 1229

Table 2: EHRI-NER Dataset: tokens and entity classes distribution.

Entity Example Annotation

Person Kurt Lichtenstern B-PERS, I-PERS
Location Moravská Ostrava B-LOC, I-LOC
Organization Pártfogó iroda B-ORG, I-ORG
Date 1941 roku B-DATE, I-DATE
Ghetto getta łódzkiego B-GHETTO, I-GHETTO
Camp Auschwitz camp B-CAMP, I-CAMP

Table 3: Entity types illustrated with examples and
IOB tagging.

with reliably good performance across most if not
all languages, suitable primarily as part of an edi-
torial pipeline that streamlines the creation of new
digital scholarly editions related to the Holocaust.

Experiment 2: To assess the cross-lingual
capabilities of XLM-R in a low-resource setting, we
fine-tuned it three more times—each time leaving
out one language subset which was reserved for
testing. Our chosen target languages were nl
(experiment 2.1) and yi (experiment 2.2) as they
represent some of the smallest subsets, while
still containing enough examples for meaningful
evaluation. For each target language, we fine-
tuned XLM-R on every other subset split into train
and validation (80% / 20%) and used the entire
subset of the target language as the test set. This
experiment sought to simulate a scenario where
we would need to use our fine-tuned model to
pre-annotate documents from a Holocaust domain
but in a language not seen by our model during
fine-tuning.

The fine-tuning processes were repeated three
times for each experiment, we then computed the
average of each of the three runs to obtain a reliable
evaluation.

5.3. Evaluation
Experiment 1 yielded a consistent and satisfying
overall performance across the validation and the

Figure 1: Matrix confusion for predicted classes
in the test set, when fine-tuning XLM-R on all lan-
guages (experiment 1, Section 5.2). The confu-
sion matrix was normalized using a scaling factor
of 1000.

test sets, with an overall F1 score of 81.3% for the
former and 81.5% for the latter (Table 4), achieving
higher scores compared to earlier EHRI NER work,
surpassing Rodriguez et al.’s 2012 maximum total
F1 score of 60% while additionally tagging domain-
specific entities and exceeding the F1 score of 77%
reported for the person tagger (de Leeuw et al.,
2018). Domain-specific entities (Camp, Ghetto) are
also consistently classified by the model. Only the
Organization entity demonstrated poor F1 scores
probably caused by the relatively low number of
examples (1867 in total). This behavior has been
previously observed by Rodriguez et al. (2012).
The overall evaluations for cs, de, en, hu, pl, and yi
test sets showed that the performance of the fine-
tuned model is corollary to the number of examples
in the training set. However, even though we see a
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decrease in the F1 scores depending on the size of
the subset (minimum 73.2% overall F1 score for the
hu test set), we still consider the performance of the
fine-tuned model strong considering the relatively
small size of some of the subsets.

The confusion matrix for predicted classes in
the test set (Fig. 1) shows instances where the
fine-tuned model occasionally misclassifies entities
as non-entity tokens, I-GHETTO being the most
confused entity. The fine-tuned model occasionally
encounters challenges in extracting multi-tokens
entities, such as I-CAMP, I-LOC, and I-ORG, which
are sometimes confused with the beginning of an
entity. Moreover, it tends to misclassify B-GHETTO
and B-CAMP as B-LOC, which is not surprising
given that they are semantically close and there
are cases where even an expert would hesitate to
pick a single label. Indeed, sometimes an entity
such as the camp/ghetto "Theresienstadt" could be
assigned any of these classes without introducing
errors14.

Overall, we argue that these scores are high
enough to at least pre-annotate Holocaust-related
textual documents when developing a new EHRI
Online Edition or when wanting to enrich an archival
description with access points that an archivist can
verify. Additionally, as long as the new unseen texts
to be fed into the model belong to a similar domain
and period, we can assume that the scores will re-
main relatively consistent across all nine languages
used for fine-tuning.

We released the fine-tuned XLM-R model on
Hugging Face15.

Experiment 2 revealed that we can leverage the
cross-lingual capabilities of XLM-R depending to
some extent on how much data it has seen about
a specific language during its pre-training and on
how many examples the training dataset has.

Experiment 2.1 showed unexpectedly high per-
formance, about 94% overall F1 score, in one of the
runs on the Dutch subset. However, it decreased
in the second run to around 80% F1 score. Af-
ter the third run, the overall F1 score of 84.6%
proved that the fine-tuned model achieved satis-
fying performance, except for the classification of
Organization entities (see Table 5), and despite not
being evaluated on the Ghetto entity due to lack
of examples. The confusion matrix shows that the
fine-tuned model has trouble extracting multi-token
entities, as noted in experiment 1 (Fig. 2).

Experiment 2.2 on Yiddish yielded poor perfor-
mance, with an overall F1 score of 46.5% (Table 6).
Only Person and Location entities showed an F1

14See more about the function of Theresienstadt here.
Accessed 2/27/2024.

15See the EHRI-NER fine-tuned XLM-R model on Hug-
ging Face.

Figure 2: Evaluation of XLM-R on the nl subset,
when fine-tuned on all languages except nl, by
entity type (experiment 2.1, Section 5.2).

score of above or equal to 50%. The Organization
entity and the domain-specific entities Date, Camp,
and Ghettos are all under 10% F1 score, the latter
having an F1 score of 0. As depicted in Fig. 3, the
model mainly misclassified entities as non-entity
tokens, which is a common problem in NER (Luthra
et al., 2023).

Figure 3: Matrix confusion for predicted classes
in the yi subset, when fine-tuning XLM-R on all
languages except yi (experiment 2.2, Section 5.2).
The confusion matrix was normalized using a scal-
ing factor of 1000.

The fluctuations in performance are probably re-
lated to the pre-training of XLM-R. As reported in
Conneau et al. (2020), the model was pre-trained
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Validation Set Test Set
Acc. Prec. Rec. F1 Acc. Prec. Rec. F1

Entity (%) (%) (%) (%) (%) (%) (%) (%)
Person / 85 90.3 87.5 / 83.8 88.7 86.2
Location / 78.1 86 81.8 / 78.1 87.3 82.5
Organization / 62.3 56.8 59.4 / 61.9 60.7 61.3
Date / 81.5 92.9 86.8 / 81.1 90.3 85.4
Camp / 76.4 68.7 72.3 / 73 72.7 72.8
Ghetto / 75.2 75.2 75.2 / 87.1 80.7 83.7
Overall 98 78.9 83.9 81.3 98 78.6 84.7 81.5
Overall - CS test set / / / / 98.3 82.5 87.1 84.7
Overall - DE test set / / / / 98.6 78 86.6 82.1
Overall - EN test set / / / / 98 75.4 84.4 79.6
Overall - HU test set / / / / 98.5 71.9 74.6 73.2
Overall - PL test set / / / / 97.2 73.3 77.7 75.5
Overall - YI test set / / / / 98.5 75.6 78.8 77.2

Table 4: Evaluation of fine-tuned XLM-R on EHRI-NER on all languages, by entity type (experiment 1,
Section 5.2), and specific overall evaluation on cs, de, en, hu, pl, and yi test sets. fr, nl, and sk test sets
were omitted because of a lack of examples.

Acc. Prec. Rec. F1
Entity (%) (%) (%) (%)
Person / 100 96 97.9
Location / 83.2 96 89
Organization / 76.1 61.6 67.5
Date / 100 100 100
Camp / 100 100 100
Ghetto / / / /
Overall 98.7 86.4 82.9 84.6

Table 5: Evaluation of XLM-R on the nl subset,
when fine-tuned on all languages except nl, by
entity type (experiment 2.1, Section 5.2).

Acc. Prec. Rec. F1
Entity (%) (%) (%) (%)
Person / 68.9 53.1 59.9
Location / 48.4 52.2 50
Organization / 21.3 04.8 07.6
Date / 00.7 41.6 01.3
Camp / 28.4 02 03.7
Ghetto / 0 0 0
Overall 96.6 47.2 46.2 46.5

Table 6: Evaluation of XLM-R on the yi subset,
when fine-tuned on all languages except yi, by
entity type (experiment 2.2, Section 5.2).

on 5025M tokens for Dutch, but merely 34M to-
kens for Yiddish. Therefore, we can hypothesize
that the performance of XLM-R on the Yiddish sub-
set is likely due to the limitations in its representa-
tion of this language after pre-training. This may
have impacted the fine-tuning of the model and its

cross-lingual capabilities for a token classification
task on a small subset, such as the Yiddish subset,
whereas the fine-tuning on the Dutch subset, de-
spite being smaller, achieved a good performance.
Other work on the zero-shot language transfer ca-
pabilities of multilingual Transformer models sup-
ports this hypothesis (Lauscher et al., 2020). Since
the authors do not understand Yiddish, a compre-
hensive error analysis was not possible. However,
it is worth noting that the challenges observed, as
shown in experiment 1, can be mitigated when fine-
tuning XLM-R on all subsets.

This experiment also confirms the hypothesis we
made when discussing the lack of examples for
the Organization entity and its consequence on the
results in experiment 1.

6. Conclusion

In this work, we released EHRI-NER, a multilingual
dataset for NER in Holocaust-related textual docu-
ments, built from the numerous TEI XML files made
available across all EHRI Online Editions. We also
evaluated the multilingual and cross-lingual capa-
bilities of XLM-R by fine-tuning it on our dataset
and proved that it can perform well when using rel-
atively small domain-specific datasets. We also
provided a baseline for future evaluations of NER
systems on the dataset. Our future objective for
the dataset is to include the translations mentioned
in Subsection 4.2 while filtering them out from the
train set. They indeed represent a sizable portion
of data that would increase the number of exam-
ples in our dataset and could potentially lead to an
increase in the fine-tuned model’s performance.

For future work, we would like to experiment on
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multilingual named entity disambiguation, which
would allow us to automatically link recognized en-
tities with IDs in the EHRI vocabularies mentioned
in the introduction (1). Another idea for future work
could be to source similar annotated datasets and
merge them with EHRI-NER. As a next step, we
are planning to invite EHRI partners to evaluate
our model qualitatively as part of their work and
provide feedback. Based on that feedback, we can
improve our model and deploy it as part of EHRI’s
cataloging and editorial pipelines. Another inter-
esting course for future work would be to create
a stable annotation typology for Holocaust docu-
ments with the help of experts. Finally, we hope to
be able to provide a more complete baseline by ex-
perimenting with more multilingual Large Language
Models (LLMs), including state-of-the-art LLMs for
zero-shot and few-shot NER.

7. Acknowledgments

This research was conducted within the framework
of the EHRI-3 project, which is funded by the Euro-
pean Commission under the call H2020-INFRAIA-
2018–2020, with grant agreement ID 871111 and
DOI 10.3030/871111.

We would like to acknowledge and thank Mike
Bryant (King’s College London), Lydia Nishimwe
(Inria Paris, ALMAnaCH), and Armel Randy Zebaze
(Inria Paris, ALMAnaCH) for their guidance and
helpful discussions. The work described herein
was made possible thanks to the previous work
of the editors and contributors of the EHRI Online
Editions, including the annotators, the people who
produced digital facsimiles of the original archival
material, and those who created the transcripts
and translations. Finally, we would like to thank the
open-source communities for generously sharing
tools and know-how.

8. Bibliographical References

Tobias Blanke, Michael Bryant, Michal Frankl,
Conny Kristel, Reto Speck, Veerle Vanden Dae-
len, and René Van Horik. 2017. The European
Holocaust Research Infrastructure Portal. Jour-
nal on Computing and Cultural Heritage, 10(1):1–
18.

Kirsten Strigel Carter, Abby Gondek, William Un-
derwood, Teddy Randby, and Richard Marciano.
2022. Using AI and ML to optimize information
discovery in under-utilized, Holocaust-related
records. AI & SOCIETY.

Giovanni Colavizza, Maud Ehrmann, and Fabio
Bortoluzzi. 2019. Index-Driven Digitization and

Indexation of Historical Archives. Frontiers in
Digital Humanities, 6.

Alexis Conneau, Kartikay Khandelwal, Naman
Goyal, Vishrav Chaudhary, Guillaume Wen-
zek, Francisco Guzmán, Edouard Grave, Myle
Ott, Luke Zettlemoyer, and Veselin Stoyanov.
2020. Unsupervised Cross-lingual Represen-
tation Learning at Scale. ArXiv:1911.02116 [cs].

TEI Consortium. 2023. TEI P5: Guidelines for Elec-
tronic Text Encoding and Interchange. Publisher:
Zenodo.

Daan de Leeuw, Mike Bryant, Michal Frankl, Ivelina
Nikolova, and Vladimir Alexiev. 2018. Digital
Methods in Holocaust Studies: The European
Holocaust Research Infrastructure. In 2018 IEEE
14th International Conference on e-Science (e-
Science), pages 58–66.

EHRI-Consortium. 2021. Diplomatic Reports - Digi-
tal Edition. EHRI Online Editions. European Holo-
caust Research Infrastructure project (EHRI).

Maud Ehrmann, Ahmed Hamdi, Elvys Linhares
Pontes, Matteo Romanello, and Antoine Doucet.
2023. Named Entity Recognition and Classifica-
tion in Historical Documents: A Survey. ACM
Computing Surveys, 56(2):27:1–27:47.

Maud Ehrmann, Damien Nouvel, and Sophie Ros-
set. 2016. Named Entity Resources - Overview
and Outlook. In Proceedings of the Tenth Interna-
tional Conference on Language Resources and
Evaluation (LREC’16), pages 3349–3356, Por-
torož, Slovenia. European Language Resources
Association (ELRA).

Maud Ehrmann, Matteo Romanello, Antoine
Doucet, and Simon Clematide. 2022. Introduc-
ing the HIPE 2022 Shared Task: Named Entity
Recognition and Linking in Multilingual Historical
Documents. In Advances in Information Retrieval,
Lecture Notes in Computer Science, pages 347–
354, Cham. Springer International Publishing.

Sigal Arie Erez, Tobias Blanke, Mike Bryant, Kepa
Rodriguez, Reto Speck, and Veerle Vanden Dae-
len. 2020. Record linking in the EHRI portal.
Records Management Journal, 30(3):363–378.
Num Pages: 16 Place: Bradford, United King-
dom Publisher: Emerald Group Publishing Lim-
ited.

Ignatius Ezeani, Paul Rayson, Ian Gregory, Erum
Haris, Anthony Cohn, John Stell, Tim Cole,
Joanna Taylor, David Bodenhamer, Neil De-
vadasan, Erik Steiner, Zephyr Frank, and Jackie
Olson. 2023. Towards an Extensible Framework
for Understanding Spatial Narratives. In Proceed-
ings of the 7th ACM SIGSPATIAL International

26



Workshop on Geospatial Humanities, pages 1–
10, Hamburg Germany. ACM.

Michal Frankl and Wolfgang Schellenbacher, ed-
itors. 2018. BeGrenzte Flucht: Die österre-
ichischen Flüchtlinge an der Grenze zur Tsche-
choslowakei im Krisenjahr 1938 - Digital Edition.
EHRI Online Editions. European Holocaust Re-
search Infrastructure project (EHRI).

Michal Frankl and Wolfgang Schellenbacher, ed-
itors. 2023. Uzavřít hranice! - Digital Edition.
EHRI Online Editions. European Holocaust Re-
search Infrastructure project (EHRI).

Michal Frankl, Magdalena Sedlická, Hana Dauš,
and Wolfgang Schellenbacher, editors. 2023.
Documentation Campaign - Digital Edition. EHRI
Online Editions. European Holocaust Research
Infrastructure project (EHRI). Partner Institu-
tion: Masaryk Institute and Archives of the Czech
Academy of Sciences.

Michal Frankl, Magdalena Sedlická, Wolfgang
Schellenbacher, Daniela Bartáková, Michał Cza-
jka, Jessica Green, Kat Hubschmann, Gábor
Kádár, Yehudit Levin, Daphna Sehayek, Chris-
tine Schmidt, Zoltán Vagi, and Marta Wojas, edi-
tors. 2020. Early Holocaust Testimony - Digital
Edition. EHRI Online Editions. European Holo-
caust Research Infrastructure project (EHRI),
2020.

Winfried Garscha, Claudia Kuretsidis-Haider,
and Wolfgang Schellenbacher, editors. 2022.
VON WIEN INS NIRGENDWO: DIE NISKO-
DEPORTATIONEN 1939. EHRI Online Editions.
Funded by: Nationalfonds der Republik Öster-
reich für Opfer des Nationalsozialisten, Zukun-
ftsfonds der Republik Österreich, Bundesmin-
isterium für Soziales, Gesundheit, Pflege und
Konsumentenschutz.

Matthew Honnibal, Ines Montani, Sofie Van Lan-
deghem, and Adriane Boyd. 2020. spaCy:
Industrial-strength Natural Language Process-
ing in Python.

Anne Lauscher, Vinit Ravishankar, Ivan Vulić, and
Goran Glavaš. 2020. From Zero to Hero: On
the Limitations of Zero-Shot Language Transfer
with Multilingual Transformers. In Proceedings
of the 2020 Conference on Empirical Methods in
Natural Language Processing (EMNLP), pages
4483–4499, Online. Association for Computa-
tional Linguistics.

Mrinalini Luthra, Konstantin Todorov, Charles Jeur-
gens, and Giovanni Colavizza. 2023. Unsilenc-
ing colonial archives via automated entity recog-
nition. Journal of Documentation, ahead-of-
print(ahead-of-print).

W.J.B. Mattingly. 2021a. Holocaust Named Entity
Recognition.

W.J.B. Mattingly. 2021b. wjbmattingly/holo-
caust_ner_lessons. Original-date: 2021-01-
04T18:25:11Z.

David Mueller, Nicholas Andrews, and Mark
Dredze. 2020. Sources of Transfer in Multilin-
gual Named Entity Recognition. In Proceedings
of the 58th Annual Meeting of the Association
for Computational Linguistics, pages 8093–8104,
Online. Association for Computational Linguis-
tics.

Isuri Anuradha Nanomi Arachchige, Le Ha, Rus-
lan Mitkov, and Johannes-Dieter Steinert. 2023.
Enhancing Named Entity Recognition for Holo-
caust Testimonies through Pseudo Labelling and
Transformer-based Models. In Proceedings of
the 7th International Workshop on Historical Doc-
ument Imaging and Processing, pages 85–90,
San Jose CA USA. ACM.

Ivelina Nikolova and Michael Levy. 2018. Using
Named Entity Recognition to Enhance Access
to a Museum Catalog – Document Blog.

Kepa J Rodriguez, Vladimir Alexiev, Laura Brazzo,
Charles Riondet, Yael Gherman, and Reto Speck.
2016. EHRI-2 - D.11.2 Road Map Domain Vo-
cabularies. Deliverable GA no. 654164. Issue:
GA no. 654164.

Kepa Joseba Rodriguez, Mike Bryant, Tobias
Blanke, and Magdalena Luszczynska. 2012.
Comparison of named entity recognition tools
for raw OCR text. pages 410–414.

Erik F. Tjong Kim Sang and Fien De Meulder. 2003.
Introduction to the CoNLL-2003 Shared Task:
Language-Independent Named Entity Recogni-
tion. ArXiv:cs/0306050.

Stefan Schweter, Luisa März, Katharina Schmid,
and Erion Çano. 2022. hmBERT: Historical
Multilingual Language Models for Named Entity
Recognition. In CEUR Workshop Proceedings,
Bologna, Italy. arXiv. ArXiv:2205.15575 [cs].

Ashish Vaswani, Noam Shazeer, Niki Parmar,
Jakob Uszkoreit, Llion Jones, Aidan N Gomez,
Łukasz Kaiser, and Illia Polosukhin. 2017. At-
tention is All you Need. In Advances in Neural
Information Processing Systems, volume 30. Cur-
ran Associates, Inc.

Qianhui Wu, Zijia Lin, Guoxin Wang, Hui Chen,
Börje F. Karlsson, Biqing Huang, and Chin-Yew
Lin. 2020. Enhanced Meta-Learning for Cross-
Lingual Named Entity Recognition with Minimal

27



Resources. Proceedings of the AAAI Confer-
ence on Artificial Intelligence, 34(05):9274–9281.
Number: 05.

28



The First Workshop on Holocaust Testimonies as Language Resources @LREC-COLING-2024, pages 29–36
20-25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0

Dates and places as points of attachment for memorial contents  
in the ISW corpus: 1938 as a turning point 

 
Carolina Flinz, Simona Leonardi 
University of Milan, University of Genoa 

Piazza S. Alessandro 1 ° I–20122 Milano, Piazza S. Sabina 2 ° I-16124 Genova 
carolina.flinz@unimi.it, simona.leonardi@unige.it 

Abstract 

Aim of the paper is the identification and subsequent analysis of crisis years in the narrative biographical interviews with 
German speaking Jews from the corpus ISW (Emigrantendeutsch in Israel: Wiener in Jerusalem/ Migrant German in Israel: 
Viennese in Jerusalem); also the possible “chronological landmarks” within a year will be tackled, investigating how a certain 
year – 1938 – represents in the life story of the narrators a turning point, as it clusters most traumatic events linked to the 
Shoah. The transcripts were analysed using the tool Sketch Engine. An alternation of corpus-driven and corpus-based steps 
characterizes this study, which uses a quantitative-qualitative approach (see Lemnitzer and Zinsmeister, 2015) and 
integrates also approaches from narrative analysis. The research questions that guide our investigation are as follows: Are 
there any special dates that recur as chronological landmarks of crisis situations (Leonardi 2023a)? Which are they? Do 
they recur in connection with special places? Which ones?  

Keywords: Israelcorpus, Corpus-driven, Corpus-based, Places, Landmarks, Chronology 

1. Introduction1 

We aim at investigating whether in the narrative 
biographical interviews from the corpus ISW 
(Emigrantendeutsch in Israel: Wiener in Jerusalem/ 
Migrant German in Israel: Viennese in Jerusalem), 
part of the so-called Israelkorpus,  certain years stand 
out as crisis years, as the contents recalled to 
memory and verbalised concern political and social 
upheavals that had serious consequences on the 
lives of the persons interviewed and led to serious 
personal crises. Furthermore, we look for possible 
“chronological landmarks” for these crisis years 
(which events are recalled?) in order to examine the 
associated spatial constellations and their time-place 
interrelationships. 

The transcripts were analysed using the tool Sketch 
Engine, in particular its Concordance tool for the 
analyses of the KWICs (Keywords-in-Context) and 
the text parts. An alternation of corpus-driven and 
corpus-based steps characterizes this study, which 
uses a quantitative-qualitative approach: the data 
were searched and extracted automatically, but also 
analysed and interpreted (see Lemnitzer and 
Zinsmeister, 2015). 

The research questions that guide our analyses are 
as follows: Are there any special dates that recur as 
chronological landmarks of crisis situations (Leonardi 
2023a)? Which are they? Do they recur in connection 
with special places? which ones? 

After introducing the main aspects regarding the 
investigated corpus (2), visualizing the features which 
are most relevant for our analysis, the principal results 
of the analysis will be discussed (3). The paper 

 
1 The two authors have been written the paper jointly. In 

particular, Carolina Flinz is responsible for §3, and Simona 
Leonardi for § 2. Introduction (§ 1) and Conclusions (§ 4) 
were written jointly. 

concludes with a summary and an outlook for further 
research (4). 

 

2. The so-called ‘Israelcorpus’ as an 
archive of life-stories and as an atlas 

The so-called Israelcorpus is the result of long-term 
interview projects conducted by the German linguist 
Anne Betten and collaborators from 1989 until 2019 
with German speaking Jews mainly in Israel (see 
Betten, 2023 for a survey on genesis of the project 
and archiving of the interviews and related materials). 
The whole Israelcorpus consists of three related 
corpora presently archived at the Archiv für 
Gesprochenes Deutsch (‘Archive for spoken 
German’2), which belongs to the program area Oral 
Corpora in the pragmatics department of the Leibniz 
Institut für Deutsche Sprache (‘Leibniz Institute for the 
German language’).  

After Anne Betten changed from the University of 
Eichstätt, Germany, to the University of Salzburg, 
Austria, the recordings from the core corpus IS – 
Emigrantendeutsch in Israel ‘Emigrant German in 
Israel’ (188 recordings, cf. the corpus description in 
the DGD Datenbank für Gesprochenes Deutsch / 
Database for Spoken German3) were subsequently 
supplemented with further recordings with former 
Austrians, which were mostly collected by students 
and staff of the Institute of German Studies at 
Salzburg University during an excursion to Israel in 
December 1998. These recordings (28) make up the 
corpus ISW – Emigrantendeutsch in Israel: Wiener in 
Jerusalem4, on which our analysis is based. A third 
corpus, ISZ – Zweite Generation deutschsprachiger 
Migranten in Israel ‘Second generation German-

2 https://agd.ids-mannheim.de/index_en.shtml 
3 PID = <http://hdl.handle.net/10932/00-0332-C3A7-393A-
8A01-3> 
4 PID = <http://hdl.handle.net/10932/00-0332-C42A-423C-
2401-D> 29



speaking Migrants in Israel’5 comprehends 100 
interviews with second-generation individuals, mostly 
children of the interviewees from the corpora IS and 
ISW.  

The three corpora can be accessed via the platform 
Datenbank für Gesprochenes Deutsch6, after a free, 
one-time registration. Most of the interviews were 
recorded on audiotapes, which were subsequently 
digitalized by the IDS – only the most recent 
interviews were recorded digitally on minidisc and 
later on iPhone/iPad. The audio interviews, which are 
freely accessible online via the DGD-platform for 
research purposes, are currently stored as WAV-files. 
Whereas many of the interviews from the IS-corpus 
are not yet fully transcribed, literal transcripts of all the 
narrative interviews from the ISW-corpus are 
available via the DGD-platform, both as PDF files and 
as aligned text-to-speech FLN-files. 

While the initial project aimed at investigating 
language maintenance/shift and sociolinguistic issues 
(cf. Betten 1995; Betten & Du-nour 2000), it was soon 
clear that the life stories collected in the course of the 
project could be analysed from various research 
approaches. As a matter of fact, the interviews from 
the three corpora have been so far analysed from 
several perspectives7, which include for example, 
corpus-analytical and mixed-methods studies (cf. e.g. 
Ruppenhofer, Rehbein and Flinz, 2020; Flinz and 
Ruppenhofer, 2021; Flinz and Leonardi 2023a; Flinz 
and Leonardi 2023b; Pellegrino, 2023), conversation-
analytical, and narratological studies on language, 
acculturation and identity (cf., e.g., the contributions 
collected in Leonardi, Thüne and Betten, 2016, and in 
Leonardi et al., 2023), as well as oral history studies 
(see especially the publications by the historian 
Patrick Farges, e.g. Farges, 2018 and 2020). 

As narrative biographical interviews, the recordings 
from the Israelcorpus are life stories (Rosenthal, 
1995); the narrative structuring of the life story 
stresses those events that mark discontinuities (both 
negative and positive) by lending these turning points 
retrospectively a special significance as essential 
constituents of the plot, which is made up of various 
narrative threads (cf. e.g. Polkinghorne, 1998). 
Although the narration of traumatic and extreme 
experiences was not originally at the centre of the 
Israel project, which, as mentioned above, focussed 
on questions of language maintenance/shift, the 
interviews of the Israelcorpus often address crucial 
experiences that caused identity breaks and 
reorientations and that often correspond to traumatic 
experiences. These were mostly based on the drastic 
political and social changes of the 1930s (in some 
cases even earlier, see Betten, 1995; Leonardi, 
2016), which were associated with anti-Semitic 
measures and attacks. Perhaps even more traumatic 

 
5 PID = <http:// hdl.handle.net/10932/00-0332-C453-CEDC-
B601-2>. 
6 <https://dgd.ids-mannheim.de/>. 
7 For a continually updated bibliography on the whole 
Israelkorpus cf. <https://www.zotero.org/groups/2219390 
/israelkorpus/library>. 

were the further consequences of such early anti-
Semitic incidents – at best flight and emigration, at 
worst deportation and imprisonment in concentration 
camps. The latter affected the interviewees them-
selves relatively seldom (but see e.g. Leonardi, 2016; 
Koesters Gensini, 2023; Schwitalla, 2023 for analysis 
of lager testimonies), as most of them emigrated 
before 1939, however, some of those who were still 
able to emigrate had also been imprisoned in camps, 
mostly in the wake of the pogrom of November, 9th-
10th, 1938 (so-called “Reichskristallnacht”).  

Furthermore, in the process of storytelling, the 
speakers do not narrate their own life story detached 
from other life stories, but usually intertwine it into a 
broader, intergenerational family history that spans 
generations. As a result, the migration routes of 
previous generations (e.g. Betten and Leonardi, 
2023; Pellegrino 2023a; Pellegrino 2023b) as well as 
the flight routes (cf. Haßlauer 2016; Schwitalla, 2016) 
or – as far as is known – the various stages of the 
expulsion or deportation and murder of other family 
members – including parents, grandparents, and 
siblings – who were unable to emigrate are often 
outlined (see e.g. Betten, 2008; Thüne 2016; Betten 
and Leonardi, 2023). In a nutshell, the so-called Israel 
corpus can be seen not only as an archive of life 
stories and of shoah testimonies, but also as an atlas 
of intergenerational Jewish migration routes.  

2.1 The corpus ISW 

The main features of the corpus ISW are summarized 
in the following table (1): 

Recordings  28  

Recordings (hrs) 51h 22m 26s 68 

Genres 27 narrative interviews 

1 reading  

Speakers  24 

13 men 

11 women 

Language German 

Transcriptions  27 (all the narrative 

interviews)  

Collection period 1998-2011 

Place of collection Jerusalem, IL (25) 

Salzburg, A (2) 

Wien, A (1) 

Interviewees’ birth year  1915–1929 

Table 1: Main features of the corpus ISW 
 

Three recordings are interviews with couples (Mirjam 
and Aaron Alexander8, Shaul and Hanna Baumann9, 

8 ISW_E_00001 (PID = http://hdl.handle.net/10932/00-
0332-C42A-C81C-2701-A). 
9 ISW_E_00002 (PID = http://hdl.handle.net/10932/00-
0332-C42C-B15C-2A01-B). 
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and Chava and Jeshajahu Karniel10)11. Three 
speakers gave several interviews during the project: 
there are three recordings featuring Gerda Hoffer, the 
first is a narrative biographical interview like the other 
interviews of the corpus (1998)12, the second a 
reading13, also recorded in 1998, on the occasion of a 
public meeting during the excursion of the Institute of 
German Studies from the University of Salzburg, the 
third is an interview gathered by Michaela Metz in in 
201014 in the course of a special project on childhood 
memories (on Metz’ collection see Häußinger 2023). 
The journalist Ari Rath was interviewed five times, 
four times by Anne Betten between 1998 and 200015, 
and one time by Michaela Metz in 201016; Jeanette 
Goldstein, finally, was interviewed during the 1998-
excursion17 and in 2010 by Michaela Metz18. 

The year of birth of the interviewees is shown in 
Figure 1, which reveals also that the corpus ISW is 
generationally quite homogeneous, since most of the 
speakers (17 out of 24) were born between 1920 and 
1929. 

 

 

 

 

 

 

 

 

 

 

Figure 1: Interviewees’ birth years  

Figure (2) illustrates the year of the emigration from 
Vienna19, and the year of immigration to Mandate 
Palestine / Israel – two datasets are shown, as the 

 
10 ISW_E_00016 (http://hdl.handle.net/10932/00-0332-
C435-8C1C-5301-A) 
11 Other couples gave separate interviews, see Paul Rudolf 
Beer (ISW-_E_00003, http://hdl.handle.net/10932/00-0332-
C42D-110C-2D01-A) and Shoshana Beer (ISW-_E_00004, 
http://hdl.handle.net/10932/00-0332-C42E-424C-3001-9), 
as well as Erich Goldstein (ISW-_E_00008, 
http://hdl.handle.net/10932/00-0332-C42F-EEBC-3C01-7) 
and Jeanette Goldstein (ISW-_E_00009, http://hdl. 
handle.net/10932/00-0332-C430-7A1C-3F01-A). In these 
cases, both interviewees were from Vienna, while in the 
couple-interviews only one person was Viennese (i.e. 
Mirjam Alexander, Shaul Baumann, and Jeshajahu 
Karniel). 
12 ISW_E_00011 (http://hdl.handle.net/10932/00-0332-
C432-8B6C-4501-2). 
13 ISW_E_00012 (http://hdl.handle.net/10932/00-0332-
C433-979C-4701-A). 
14 ISW_E_00027 (http://hdl.handle.net/10932/00-0332-
C43A-3EAC-6E01-5). 

year of emigration in many cases does not coincide 
with the immigration year to Mandate Palestine / 
Israel; 4 persons immigrated to Mandate Palestine / 
Israel only after WW2. The year 1939 is both the year 
which features the highest number of emigrations (11) 
and the highest number of immigrations (12); this 
cluster lends the year 1939 a special relevance. The 
only other significant year is 1938, but only in relation 
to the value ‘emigration’ (8), whereas the number of 
immigrations stands at merely 2. 

 

 

 

 

 

 

 

 

Figure 2: Emigration/Immigration year  

Cross-referencing the data from Figure (1) with those 
from Figure (2) highlights that most speakers were 
minors at the time of emigration. Many of them could 
escape (or limit) Nazi persecutions thanks to special 
actions or programmes, as shown in Figure (3):  

The Youth Aliyah (Jugendalija) was a Zionist aid 
organisation set up by Recha Freier and Eva 
Michaelis-Stern20 from 1933; it organised the group 
emigration of unaccompanied Jewish minors to 
Palestine. A small number of secondary school 
students was awarded a ‘student certificate’ to 
Mandate Palestine (Löw, 2020). 

 

 

15 ISW_E_00019 (http://hdl.handle.net/10932/00-0332-
C437-34DC-5B01-D); ISW_E_00020 (http://hdl.handle.net/ 
10932/00-0332-C438-52EC-5D01-B), ISW_E_00021 
(http://hdl.handle.net/10932/00-0332-C438-B62C-5F01-7), 
ISW_E_00022 (http://hdl.handle.net/10932/00-0332-C438-
EACC-6101-4).  
16 ISW_E_00028 (http://hdl.handle.net/10932/00-0332-
C43A-737C-7001-1). 
17 ISW-_E_00009 (http://hdl.handle.net/10932/00-0332-
C430-7A1C-3F01-A). 
18 ISW-_E_00026 (http://hdl.handle.net/10932/00-0332-
C43A-0A3C-6C01-7). 
19 Or from Germany, which applies to spouses in the couple-
interviews. 
20 Eva Michaelis-Stern’s interview with Anne Betten, where 
also the Youth Aliyah actions are thematized, is archived in 
the corpus IS (IS_E_00087); cf. Michaelis and Stern 
Michaelis, 1989.  
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Figure 3: Rescue actions and programmes 

While the Kindertransport was the most famous 
rescue action of persecuted children from Germany, 
Austria and other Nazi-annexed areas to the UK, 
older teens and young adults could emigrate to the 
UK on so-called ‘domestic permits’, in order to work 
as domestic servant21. “Kastner train” is the name 
given to an action which rescued over 1,600 Jews – 
273 children – from Hungary during World War 2. The 
action was organized by the Hungarian-Jewish lawyer 
and journalist Rudolf Kastner (Rezső Kasztner), who 
negotiated with the SS officer Adolf Eichmann (Bauer 
1994). 

The corpus ISW gives thus insight to several actions 
which helped Jewish children and teens flee from 
Austria, which corresponds to different settings and 
migration routes; their narratives picture them. 

3. Years in the corpus 

In order to identify the crisis years in the corpus, we 
used an approach characterised by a number of 
steps, both quantitative and qualitative. Firstly, the 
interviews from the ISW corpus (27) were uploaded 
into another tool, Sketch Engine. We thus rebuilt a 
corpus with the following features: 

We subsequently extracted all the numbers22 in the 

corpus (6,820, or 14,355.66 pmt). The relevant occur-

rences were then filtered by means of the feature 

 
21 Cf. <https://www.cityoflondon.gov.uk/things-to-
do/history-and-heritage/london-metropolitan-
archives/collections/jewish-refugees-and-the-british-
nursing-profession>. 
22 The extraction process was carried out using the Sketch 
Engine Concordance tool. By means of the CQL search 
option [tag="CARD"], all numbers in the corpus were 
identified. 

Frequency according to the word forms of the 

numbers: 522 items were identified.  

Tokens Words 
475.074 367.701 

Table 2: Tokens and words in the corpus ISW 

By means of a careful qualitative analysis, all 

irrelevant items (zwei, 5, CM etc.) were removed until 

the number of items was reduced to 30 (659 

occurrences).  

 

Figure 4: Items/occurrences (Screenshot from the 
automatic extraction with Sketch Engine)23  

The occurrences were then downloaded and 

analysed in detail. The not relevant items were 

excluded. 

In the following we present the main results of the 

analysis of the items (= the years) with a frequency > 

10. There corresponds to 23 items (23 years), whose 

occurrences are represented in Figure 5: 

The graphs in Figure 5 shows that the most frequently 

occurring year is 1938 (transcribed in the forms 

achtundreißig, 38, 1938) and it is also a very 

interesting year, as it clearly marks a contrast 

between the before and the after, so that “the break” 

is evident (1, 2) 

 

23 The screenshot from Sketch Engine shows that 
year dates in the transcriptions are written in various 
forms: in figures, both in full and abbreviated, and in 
words. For our analysis, all graphic variants were 
taken into account. 
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Figure 5: Years mentioned / occurrences 

(1) SB:  […] Der Hass war tief, tief drinnen und 

der kam dann raus mit + (h) + dem Anschluss.  

IR: Das war achtunddreißig?  

SB: Das war achtunddreißig. (ISW_00004) 

(The hatred was deep, deep inside and it 

came out with + (h) + the connection.  IR: That 

was thirty-eight? SB: That was thirty-eight) 

 

(2) […] aber das wirklich das war das erste Mal, 

+ dass da son Schlag in die Familie kam.  

VL: Das war achtunddreißig.  

MH: Das war achtunddreißig (ISW_00010) 

(But that was really the first time + that there 

was a blow to the family. VL: That was thirty-

eight. MH: That was thirty-eight) 

1938 marks the turning point. The previous situation 

is recalled as almost “idyllic” compared to the 

aftermath (3), although acts of antisemitism did occur 

(3) der Gedanke war nicht so, man hat immer in 

Österreich hat man / + Das war doch 

dreiunddreißig bis achtunddreißig, sozu-

sagen fünf Jahre hat man ge/ gelebt in einem 

/ in einer Idylle doch sozusagen. 

(ISW_00015) (The idea wasn't that, you 

always lived in Austria / + That was thirty-

three to thirty-eight, five years, so to speak, 

you lived in an / idyll, so to speak) 

(4)  […] man wurde schon mal angepöbelt, ja ja, 
das das kam schon + kam schon vor. ++  

  IK: Schon vor achtunddreißig, oder?  
MH: Vor achtunddreißig, ja, ja, + das 
passierte schon. Und man war die die die 
Eltern waren sehr bewusst, man soll nicht laut 
sein, man soll nicht auffallen. (ISW_00010) 
(you have been mobbed before, yes yes, that 
has happened + has happened before. ++ IK: 
Even before thirty-eight, right? MH: Before 
thirty-eight, yes, yes, + that did happen. And 
the parents were very aware that you 
shouldn't be loud, you shouldn't stand out.) 

 

The critical events which took place in 1938 are often 

thematised, mentioning not only the name of the 

country (Österreich/Austria) and the capital 

(Wien/Vienna) – whence most of the speakers came 

from, but also places within it , such as the school, the 

classroom, streets, etc., i.e. key places where the 

interviewed people or their family members 

experienced antisemitic harassment, discrimination, 

and even violence, they were e.g. arrested and 

beaten. As a result, these places have taken on a 

symbolic value, because a linguistic and historical 

community endows them socially with networks of 

associations and meanings. These are then revealed 

in the verbalisation of memory content, as speakers 

embed the into the narration also the topological and 

chronological relationships between narrative figures 

on the one hand and places as well as times on the 

other. The latter thus become points of reference, or 

topological and chronological landmarks (s. Herman, 

2001; Leonardi, 2023b). 

As a matter of fact, connected to the mention of the 

year 1938 occur: 

- ‘places of time’ (Brambilla, Flinz, and Luppi, 2023), 

such as Gestapo prisons, Gestapo headquarters, 

concentration camps; 

- means of transport (Flinz, and Ruppenhofer, 2021), 

which enabled the rescue of the speakers, such as 

the train; 

- organisations, such as the Youth Aliyah. 

The fact that 1938 is a crisis year is also confirmed by 

the fact that it is a taboo year, which some speaker 

prefers not to talk about: 

(5)  Naja, 1938 erzähle ich lieber nicht, das war 

nicht so schön. Ich würde sagen, vielleicht 

sind es die zwei schrecklichsten Eindrücke 

ISW_00011). (Well, I'd rather not tell you 

about 1938, that wasn't so nice. I'd say they 

were perhaps the two most terrible 

impressions) 
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4. Conclusion and Further Research 

The quantitative-qualitative analysis shows clearly 
that the year 1938 a (negative) turning point in the life 
stories collected in the corpus ISW is. It should be 
kept in mind that most of the speakers from the corpus 
were originally from Austria, and that in 1938, on 
March, 12th, Austria was annexed to Nazi-Germany 
(so-called Anschluss). This was a most traumatic 
event for most of the Austrian Jews. Furthermore, on 
November, 9th (in the night to November, 10th), 1938 
Nazi Party's paramilitary forces carried out a pogrom 
against Jews and Jewish institutions all over the 
Reich (so-called Reichskristallnacht24). This was also 
a major trauma25.  

Further research is needed to investigate which 
places or spaces are associated with the year 1938 
(which ‘places of the time’? which ‘transport mean’?) 
and which finer chronological landmarks can be 
identified (whether ‘Anschluss’, or Reichs-
kristallnacht, or emigration, etc.). A similar research 
carried out with the interviews from the corpus IS, 
where most of the speakers were originally from 
Germany – and not from Austria as in the ISW – could 
reveal whether for German speakers the 
chronological landmarks are the same or whether 
differences exist. An additional point which requires 
further investigations regards finally how the various 
numbers were pronounced, which could be fruitfully 
explored thanks to the possibilities of modern speech 
and emotion recognition (SER). 

  

 
24 Both terms are currently dispreferred, as they are 
considered Nazi-biased – as a matter of fact the 
interviewees use them, as they didn’t follow the discussion 
about them, which took place in Germany and in Austria 
since 1988. 

25 In the aftermath of the November pogrom the British 
government agreed to accept additional Jewish refugees – 
but only as unaccompanied minors – the Kindertrasport 
rescue action started within this framework. 
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Abstract 
Oral history is about oral sources of witnesses and commentors on historical events. Speech technology is an important 
instrument to process such recordings in order to obtain transcription and further enhancements to structure the oral account 
In this contribution we address the transcription portal and the webservices associated with speech processing at BAS, 
speech solutions developed at LINDAT, how to do it yourself with Whisper, remaining challenges, and future developments. 
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1. Introduction 

Oral history testimonies rely first of all on the audio 
and/or video capture of the recorded material, 
typically in the form of interviews. Here, the first 
challenge is converting the audio signal into a 
readable text adequately reflecting the spoken word. 
Automatic Speech Recognition (ASR) has been 
employed since around three decades to obtain initial 
transcriptions of oral history interviews. The output 
text typically calls for extensive manual correction 
often equalling or exceeding (!) an effort equivalent to 
starting with manual transcription from scratch (Gref, 
2022), especially if recordings are characterized by 
overlapping and/or dialectal speakers, background 
noises or mediocre recording quality.  
 
The impressive performance of large AI-based 
speech models, especially their robustness to noise, 
the large range of supported languages, and the 
option to adapt them to additional languages with 
relatively little extra training, is these days greatly 
facilitating the generation of adequate transcripts in 
research areas such as oral history where spoken 
language is a major source of information. 
 
However, depending on the researcher’s needs there 
remain (other) challenges such as appropriate 
speaker attribution, output of more fine-grained 
speech events such as hesitation sounds (uh), 
stutters, word truncations, etc.  
 
We have a longstanding track record in speech 
technological support for oral history research (see 
also Scagliola et al., 2020) in CLARIN ERIC1 where 
we have initiated a resource family page for oral 
history corpora2 and a transcription portal for oral 
history recordings3 and speech processing facilities at 
LINDAT4 (the Czech node of CLARIN ERIC). In this 
contribution we will address a number of speech 
technology tools and solutions in these contexts, 
remaining challenges and future developments. 

 
1 https://www.clarin.eu/content/clarin-nutshell  
2 https://www.clarin.eu/resource-families/oral-history-
corpora  

 
More specifically, we will address the transcription 
portal and the webservices associated with speech 
processing at BAS (section 2), speech solutions and 
beyond developed at LINDAT (section 3), do it 
yourself with Whisper (section 4), remaining 
challenges (section 5) and future developments 
(section 6). 
 

2. Webservices at BAS 

The Bavarian Archive for Speech Signals (BAS) 
provides a large number of multilingual speech 
processing web services for academic users:  

https://clarin.phonetik.uni-
muenchen.de/BASWebServices/interface  

The services support 40+ languages, plus a 
language-independent mode based on phonemic 
transcripts. The list of available languages is 
accessible via drop down menus on the web page.  

The following services may be of particular interest to 
Oral History scholars. They can be used without 
authentication.  

• ChannelSeparator separates the individual 
channels of a stereo recording and retains in each 
channel only the voice of the dominant speaker. 

• G2P (Grapheme to phoneme) converts an 
orthographic text to its phonemic representation. 
The service allows a customized specification of 
pronunciation rules for vernacular language, 
dialects, and common coarticulation phenomena 
(e. g. ‘haben wir’ (we have) → /hamva/ or /hama/ 
in German). These rules improve the 
performance of automatic word alignment. 

• MAUS (Munich automatic segmentation) aligns 
an orthographic transcript in one of the available 
languages and regional variants) with the audio 
signal. The performance of MAUS depends on 

3 https://speechandtech.eu/transcription-portal  
4 See https://lindat.cz/en/services  
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the language, the audio quality and the number of 
speakers; for German monologue recordings, it 
reaches 95% of the performance of human 
transcribers (Kipp et al. 1997). 

• Octra is a graphical editor for orthographic 
transcription (Draxler & Pömp, 2022). It provides 
different views of the signal and the associated 
transcript, supports many input and output 
formats, and may split a recording into fragments 
to focus on relevant parts and/or distribute the 
workload. See further below for more details. 

• Anonymizer automatically replaces the signal 
fragment corresponding to a given text by a beep, 
so that private information is effectively removed 
from both the recording and the transcript. 

Automatic speech recognition is another web service. 
In contrast to the other services, it requires 
authentication as a member of academia, e.g. via the 
credentials necessary to login to a recognized 
academic institution (as recognized by CLARIN). The 

actual speech recognition is performed by external 
third-party providers, both academic and commercial, 
and thus may not be available if the privacy guidelines 
for a given recording or project do not allow data 
exchange with such providers. 

Each service comes with a number of obligatory and 
optional parameters, e.g. the supported languages or 
file types, or output encodings and alphabets. and 
each service requires up- and downloading of data.  

To reduce the number of file uploads and downloads, 
preconfigured service pipelines are available. This 
enables non-technical users to perform complex 
speech processing tasks without having to worry 
about low-level details. For example, the pipeline 
G2P→Chunker→MAUS→Anonymizer takes as input 
pairs of long audio files with an orthographic transcript 
plus a stop list of words, and returns a time-aligned 
transcript with the words from the stop list masked by 
a beep in the signal and a special symbol in the 

Figure 1: Selection of ASR language and processing steps in the transcription portal 

Figure 2: Multi-line preview of audio file and transcript in the Octra editor within the Transcription Portal 
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transcript. This pipeline works in any of the languages 
supported by G2P or MAUS.  

If the user has specified an email address, a link to 
download the results will be sent once processing is 
done – ideal for overnight processing. 

Finally, all services feature help pages, and they may 
be used via REST calls from scripts and application 
programs. In fact, transcription editors such as ELAN 
(Wittenburg et al. 2006), EXMARaLDA (Schmidt & 
Wörner, 2014), or Octra access BAS web services in 
the background. 

Transcription portal 

The transcription portal was designed as a zero-
configuration service for transcribing oral history 
recordings. Audio files are entered into the portal via 
drag & drop on the graphical user interface, The user 
then selects the language and which processing steps 
to apply (automatic speech recognition, manual 
correction, word alignment, export). See Figure 1.  

The portal displays the status of every file in the 
workflow, and automatically calls all necessary 
services and tools in the workflow. See Figure 2.  

At each step, the current state of the file can be 
examined and downloaded. 

For subsequent in-depth analysis, the transcription 
portal supports exporting the transcript in a number of 
common formats, e.g. ELAN eaf, Praat TextGrid, or 
tabular or plain text for statistical and linguistic 
analysis. 

Currently, the transcription portal relies on external 
service providers for the automatic speech 
recognition. In the ATRIUM project, AI-based speech 
recognition will be integrated into the portal. This will 
not only eliminate the need to access third party 
providers, but also increase the number of languages 
that can be accessed.  

Octra Backend 

Oral History recordings generally contain private 
information and thus strict requirements on data 
protection must be met. Octra Backend is a software 
for the management of transcription projects. It was 
designed with privacy as one of its key features. Octra 
backend operates in three scenarios: 

a) in closed local area networks  

b) in the intranet of a workgroup, a company or an 

institution, or  

c) globally via the internet.  

In all scenarios, only registered users may access 
data, and access is regulated by roles in a project. In 
scenario a), access is restricted to known machines 
in the local network, while in scenarios b) and c) 

 
5 
https://archaeologydataservice.ac.uk/about/projects/
atrium/  

privacy is ensured by encrypted communication. 
Audio and transcription data is managed by Octra 
Backend in its own protected file space, with file 
names hidden from outside viewers. 

In Octra Backend, project administrators define tasks, 
e.g. manual correction of transcripts generated by 
ASR, or creating transcripts from scratch, and can 
assign these tasks to specific transcribers. 
Transcriptions are performed via Octra in the browser, 
and there is no need to open or save files, increasing 
process efficiency and reducing error-prone manual 
interactions. 

The ATRIUM-project5 starting in 2024 is an EU-
funded infrastructure project targeted at 
archaeologists, with a section devoted to processing 
spoken language, namely for transcribing Oral History 
interviews. This task will focus on improving the user 
experience and the transcription performance, both in 
terms of quality and efficiency, of the existing 
transcription portal developed and maintained by 
BAS. 
 

3. LINDAT for Oral Historians 

The web-based ASR engine named UWebASR6 has 
been deployed as a service within the 
LINDAT/CLARIAH-CZ portal in 2018. In order to be 
able to access this service – and other services that 
are available in the portal – the user has to 
authenticate herself/himself as a member of 
academia (in the same manner as for the use of BAS 
services mentioned above). The aim is to always 
provide the best possible ASR performance – we 
have therefore switched the underlying technology to 
state-of-the-art wav2vec models (Baevski, 2020) 
recently. The service is provided for recordings in 
English, Czech, Slovak and German. All the 
language-specific models are built from pre-trained 
models using an innovative 2-phase fine-tuning 
depicted in Figure 3 – the models are first fine-tuned 
to a target language in general and then to the specific 
domain, in our case the oral history interviews.  
 

Figure 3: The scheme of 2-phase fine-tuning 
 
 
The fine-tuning procedure was the same for all the 
languages, one of the key differences is in the choice 
of pre-trained model. For English, the model from 
Meta AI (wav2vec2-base) was used. For Czech and 
German, we have pre-trained our own model from 
scratch. The Czech model named ClTRUS7 was then 

6 https://lindat.mff.cuni.cz/services/uwebasr/ 
7 https://huggingface.co/fav-kky/wav2vec2-base-cs-
80k-ClTRUS 
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re-used also as the base model for Slovak as this 
language is very similar to Czech.  
 
Further details about the model training, including the 
description of the data used for fine-tuning, can be 
found in (Lehečka, 2023a) for English, Czech and 
German models and in (Lehečka, 2023b) for Slovak 
model. 
Since the output from wav2vec models is a lower-
cased, time-aligned continuous stream of words, 
further post-processing is needed in order to provide 
a high-quality human-readable text; this includes 
mainly case restoration, segmentation into sentences 
and adding of appropriate punctuation. All those post-
processing steps are performed automatically, again 
using the latest NLP techniques employing the 
Transformer architecture – see (Švec, 2021) for 
details.The UWebASR service uses a simple HTTP 
API interface - the input data can be passed directly 
within the HTTP request or as a link to a file in the 
form of a URL. Live audio stream recognition from a 
given URL is supported as well. The output format 
includes plain text, machine-readable XML and JSON 
formats, and the WebVTT format for web captions. 
Recognition results (except TRS format) are 
streamed continuously. 

While automatically generated transcripts and 
subtitles assist researchers in locating relevant 
interviews, they fall short in facilitating a 
comprehensive understanding of the entire testimony, 
whether through speech or text. Our innovative 
approach, again leveraging Transformer-based 
neural networks, seeks to bridge this gap. It not only 
aids in clearer navigation through lengthy testimonies 
but also transforms the listening experience from 
passive to interactive. By generating contextually 
relevant questions, our system enriches the interview 
monologues, allowing listeners to better orient 
themselves within the narrative and identify key 
segments of interest. These questions are designed 
to enhance understanding without altering the original 
meaning of the testimony, thereby maintaining the 
integrity of the historical record. Additionally, this 
method empowers users to engage more deeply with 
the material by posing their own inquiries, fostering a 
dynamic exploration of the rich narratives contained 
within the archives (Švec et al., 2024). This 
functionality is currently available outside of the 
LINDAT/CLARIAH-CZ portal in the test mode and will 
be integrated to the portal in the near future. 

4. Do it yourself with Whisper 

 
In Autumn 2022 OpenAI delivered Whisper8 (Radford 
et al., 2022): an open source ASR toolkit that can 
handle about 100 different languages. OpenAI 
became famous with Chat GPT which was delivered 
a couple of months later and the enclosed LLM, but it 
also delivered a very good ASR engine that can be 

 
8 https://openai.com/research/Whisper  
9 https://cdn.openai.com/papers/whisper.pdf  
10 https://github.com/m-bain/WhisperX  

used in a (inter)national cloud environment (for 
example at a faculty), a local environment or at your 
local computer at home. The recognition velocity 
depends on the hardware used, but the recognition 
results are the same.  

In the Netherlands, a first version of Whisper was 
tested by the end of 2022. We started to use it and 
made our colleagues in various ASR-projects 
enthusiastic. Whisper and its derivates, are basically 
a set of python instructions which can be installed on 
Windows, Linux, and Mac computers. Moreover, with 
a GPU in your computer, Whisper performs the 
recognition up to 10x faster. 

OpenAI in the meantime, updated the environment 
and delivered in February 2023 a large model V2 (and 
some weeks later model V3) that increased the 
recognition results for most languages. Our 
impression is that V3 suffers more from 
hallucinations, which is confirmed by colleagues. For 
now, we therefore continue to use V2 as the "best" 
model. 

The benefit of using Whisper is the open source 
character (more later) and the use of a powerful 
audio-conditional language model9 (ACLM, Radford 
et al.).  

When using Kaldi (Povey et al, 2011), we always had 
the problem that relatively unknown names or terms 
were not recognized. With Whisper, this is no longer 
an obstacle, because it uses an ACLM that “knows” 
these names and terms. Another advantage is that, 
unlike Kaldi, the recognized text includes punctuation, 
and capitalized words which greatly improves 
readability. 

However, it should be noted that this applies to those 
languages that are "well" recognised, where the 
recordings are of good quality, people speak in a 
"standard" manner (no dialect) and contain no or little 
noise or background noise. If these conditions are 
less fulfilled, then, of course, the quality of 
transcriptions will also decrease. Yet Whisper 
surprises by often still offering a very usable result 
even in "worse" recordings. 

Finally, the open-source character has the great 
advantage that not only OpenAI but also anyone with 
an eye for detail can use it to make it faster, better and 
richer. From February 2023, initiatives like 
WhisperX10, Fast-Whisper11, and others started 
working on improving Whisper's recognition 
procedure and making it more accessible. 

For example, in February 2023, Jordi Bruin came up 
with MacWhisper12, a very useful MacOS app using 
CPP conversion13 of the original code. MacWhisper is 
an ideal tool for quickly creating a textual transcription 
(with or without timecode). 

11 https://github.com/SYSTRAN/faster-Whisper  
12 https://goodsnooze.gumroad.com/l/macWhisper  
13 https://github.com/ggerganov/Whisper.cpp  
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In October 2023 aTrain14, a Windows-based version 
of Whisper, was delivered by the University of Gräz15. 
It is a fast and improved version of what was possible 
with Whisper (see Haberl et al., 2024).  

Some "disadvantages" of Whisper are e.g. the not 
very accurate time estimation (when exactly was 
which word said) and the absence of speaker 
diarization. In the summer of 2023, Fast-Whisper 
already came with an even greater acceleration and 
in the autumn of 2023, WhisperX came with better 
time estimation and initial diarization. Since January 
2024 diarization seems to be “a solved issue”.  

SURF in the Netherlands16 had taken the initiative to 
establish Whisper as a service so that anyone with a 
SURF account could use it. Since a substantial 
number of researchers work with “sensitive” material, 
many research groups have set up a Whisper 
installation in their own secure network. 

Google is working hard on updating an even better 
language model (Chirp, Universal Speech Model17) 
that will be able to handle 1000 different languages, 
and so did Meta with SeamlessM4T18, but for now 
Whisper and its derivative versions, is the best 
candidate for a very good, fast and relatively easy 
ASR engine. 

5. Remaining challenges 

As remarked, transformer based speech models 
perform exceptionally better than the classical 
modular speech architectures such as Kaldi. This is 
especially true if a clean orthographic transcription 
with appropriate punctuation is the target of the 
speech to text conversion, which is the case for many 
research purposes. However, notably for linguistic 
research, more detailed output may be relevant. 
Which may require more than just this. Interviews are 
a relevant source e.g. for discourse analysis where 
pause durations and disfluencies play a paramount 
role in various methodological approaches See e.g. 
Van den Heuvel and Oostdijk, 2016). However, it are 
these phenomena that typically remain under the 
radar in standard ASR output (Lopez, Liesenfeld & 
Dingemanse, 2022). Disfluencies in spontaneous 
speech include repetitions (e.g. the the), corrections 
(e.g. Show me the flights … the early flights), restarts 
(e.g. There’s a … Let’s go), filled pauses (e.g. um and 
uh), and truncations resulting in partial words (e.g. 
wou- and oper-) (Lou & Johnson, 2020). The efforts in 
creating the transformed based large speech models 
are typically directed towards suppressing these 
phenomena in the text output they generate. 
Nonetheless, lately, there has been a growing interest 
in the advancement of technology that can decode 
speech while considering disfluencies. This 
technology is aimed at studying interruptions and 
corrections in communication settings. It has found 
various applications in the medical field, such as 

 
14 
https://apps.microsoft.com/detail/9n15q44szns2?hl=
en-US&gl=US  
15 https://doi.org/10.1016/j.jbef.2024.100891 

identifying early signs of cognitive decline (Claza et 
al., 2021, stuttering (Mitra et al, 2021), and detecting 
disfluencies through diagnostic tasks (Rohanian et 
al., 2021). Researchers are employing a combination 
of traditional AM/LM architectures and newer end-to-
end models utilizing bidirectional LSTMs working in 
offline (non real-time) mode. These models 
incorporate features like word probabilities, 
confidence scores, prosodic features, pause duration 
statistics, and a range of acoustic features including 
fluency and speaking rate, which are now becoming 
standard in this area of research (Huang et al., 2018). 
  
Another challenge is speaker diarisation which 
attributes the text output to resp. the interviewer and 
the interviewee(s). See for a review Park et al, (2022). 
Whisper-X is providing speaker diarisation in its 
output (Bain et al. 2023) as mentioned, but its 
performance needs to be explored and improved.  
 

6. Conclusion 

 
In this contribution we sketched a number of initiatives 
and toolkit approaches to improve automatic speech 
recognition for oral history interviews whilst offering 
these in a safe, well protected data shield minimizing 
dataleaks. We address the transcription portal and the 
webservices associated with speech processing at 
BAS, speech solutions developed at LINDAT, how to 
do it yourself with Whisper, but also mentioned a 
number of remaining challenges. 
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Abstract

The vast collection of Holocaust survivor testimonies presents invaluable historical insights but poses challenges for
manual analysis. This paper leverages advanced Natural Language Processing (NLP) techniques to explore the
USC Shoah Foundation Holocaust testimony corpus. By treating testimonies as structured question-and-answer
sections, we apply topic modeling to identify key themes. We experiment with BERTopic, which leverages recent
advances in language modeling technology. We align testimony sections into fixed parts, revealing the evolution of
topics across the corpus of testimonies. This highlights both a common narrative schema and divergences between
subgroups based on age and gender. We introduce a novel method to identify testimonies within groups that exhibit
atypical topic distributions resembling those of other groups. This study offers unique insights into the complex
narratives of Holocaust survivors, demonstrating the power of NLP to illuminate historical discourse and identify
potential deviations in survivor experiences.

Keywords: Topic Modeling, Narrative, Testimonies, Holocaust

1. Introduction

In recent decades, significant efforts have been
made to gather the accounts of the remaining Holo-
caust survivors. The passing of the last living wit-
nesses and the beginning of the era of the post-
testimony occurs simultaneously with technological
developments in NLP.The wealth of testimonies in
the archives presents a challenge: how to preserve
the significance of individual stories within a vast
collection of a thousand testimonies, while also giv-
ing voice to the collective body of testimonies in a
manner that honors the individuality of each story.
By employing techniques such as contextualized
topic modeling and topic narrative analysis, we aim
to uncover broad trends within the collection, while
ensuring the preservation of the uniqueness and
integrity of each personal narrative.

Despite advancements in NLP, representation of
long texts still poses a challenge to state-of-the-art
models (Piper et al., 2021; Castricato et al., 2021;
Mikhalkova et al., 2020; Dong et al., 2023). Anto-
niak et al. (2019) pioneered the representation and
visualization of narratives as sequences of inter-
pretable topics. And while previous topic modeling
analyses of Holocaust testimonies (Blanke et al.,
2019) have provided valuable insights, they treated
the corpus as a monolithic body of text, obscuring
the unique narrative structure of individual testi-
monies. Furthermore, using non-contextualized
topic modeling such as LDA ((Blei et al., 2001))
treated the text as a body of words without order.
Recent advancements in topic modeling techniques
such as BERTopic (Grootendorst, 2022), and other

Contextualized Topic Modeling (Bianchi et al., 2020;
Angelov, 2020; Pham et al., 2023) leverage lan-
guage model representation to better identify and
predict the text topics. While such methods were
applied to Holocaust testimonies (Wagner et al.,
2022), the main focus was on the segmentation of
the testimonies for topic modeling. Our contribu-
tions are as follows:

• We apply a novel contextualized topic model-
ing approach, BERTtopic, to holocaust testi-
monies, revealing the main themes and their
distribution.

• We examine the evolution of topics across
aligned sections of testimonies, revealing a
typical narrative scheme.

• We investigate how age and gender are ex-
pressed in the narrative structure of testi-
monies, highlighting distinctions between sur-
vivor subgroups.

• We introduce a novel method for identifying di-
vergent testimonies, i.e., testimonies within a
given group that exhibit atypical topic distribu-
tions, resembling patterns more characteristic
of other groups. We demonstrate it in a case-
study of different age groups.

We note that related contributions appear in
an unpublished paper of ours (under review;
anonymized) that uses an earlier contextualized
topic model (CTM; Bianchi et al., 2020) for a similar
process. The current paper uses a better perform-
ing model (Grootendorst, 2022) regarding topic di-
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Figure 1: Testimonies number of words and number
QA-pairs histogram.

versity and coherence and a more detailed and
precise narrative analysis approach.

2. Corpus Level Statistics

This paper analyzes transcripts from the USC
Shoah Foundation, a corpus containing 1000 oral
testimonies in English. Survivors originated from
over 30 countries, with a significant representa-
tion from Poland and Germany. The testimonies
were recorded between 1996 and 2015, offering
insights into the survivors’ experiences decades
after the events of the Holocaust. The length of the
testimonies ranges from 3K to 88K words, with a
mean length of 23K words. Each testimony con-
tains an average of 250 questions, with the ma-
jority of question-answer pairs (95%) consisting of
no more than 400 words. Fig. 1 illustrates the
distribution of testimony lengths.

3. BERTopic: Topic Analysis

We use BERTopic to identify the topics within the
corpus. Preprocessing involves the merging of
consecutive very short sections (question-answer
pairs <200 words) and the division of very long sec-
tions (>450 words) to mitigate potential outlier ef-
fects. BERTopic leverages all-MiniLM-L6-v2 (Wang
et al., 2020) document embeddings and a TF-IDF
based clustering approach, providing a context-
aware analysis that surpasses traditional methods
like LDA (Blei et al., 2001). For dimensionality re-
duction, UMAP (McInnes and Healy, 2018) is em-
ployed before clustering with HDBSCAN (McInnes
et al., 2017). Unlike LDA, BERTopic dynamically de-
termines the number of topics only by determining
the minimum cluster size for HDBSCAN, resulting
in greater flexibility. Our dataset yielded 58 topics,
with approximately 4% outliers classified as “un-
known topic”. We set the minimum cluster size to
be 50 sections.

To ensure interpretability, BERTopic extracts c-
TF-IDF1 word representations from each section’s

1https://maartengr.github.io/BERTopic/api/ctfidf.html

cluster, revealing the importance of words within
each topic. The most representative word is se-
lected for initial topic representation. A domain
expert then manually reviews these word sets and
assigns a descriptive title to each topic, ensuring
both accuracy and clarity. Notably, the topics de-
tected by the model align with those outlined in the
USC Shoah Foundation’s interviewer guidelines
2 but also extend way beyond them. The guide-
lines encourage interviewers to ask about pre-war
life, family, religion, politics, community, and expe-
riences of antisemitism. The model’s successful
detection of these themes confirms the effective-
ness in identifying core key topics.

4. Narrative analysis

This study analyzes individual survivor testimonies
as narratives – sequences of interpretable topics
(Antoniak et al., 2019). We aim to construct com-
prehensive narratives from the corpus testimonies
that enable comparisons without sacrificing their
temporal structures. Several challenges arise in
this analysis. First, each testimony comprises a
large number of sections (250 on average), conflict-
ing with the direct interpretation and visualization
purposes. Secondly, variations in testimony length
complicate direct comparisons of narrative struc-
tures.

To address this, we divide testimonies into a fixed
manageable number of parts, defining the part’s
theme representation as the distribution of its sec-
tions’ topics. This division requires considering the
trade-off between preserving temporal detail and
achieving clear visualization and comparison. A
large number of parts yields more nuanced narra-
tives but risks excessive details and redundancy,
whereas fewer parts allow better interpretation and
visualization at the expense of obscuring finer tem-
poral shifts in topics. After careful examination and
consultation with domain experts in Holocaust stud-
ies and digital humanities, we divide testimonies
into 15 equal parts. This strikes a balance between
the need for detail and the goals of clear visualiza-
tion and comparisons of topic distribution across
parts.

4.1. Typical Testimony Narrative Schema
This section examines the most common topics cov-
ered in each part of a Holocaust survivor testimony,
as well as the variation in topic representation be-
tween the different testimony parts. The analysis is
based on Fig. 3, which shows the distribution of top-
ics across the 15 parts into which each testimony
was divided.

2https://sfi.usc.edu/content/interviewer-guidelines
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Figure 2: Corpus level QA-s topics histogram.

Figure 3: The 5 most prevalent topics and topics variance for each part. A.T.J = Attitude toward Jews,
S.P = Self-Presentation, C.L = Camps Liberation, L.P = Life Perspective, and C.M = Childhood Memories

The first part of all testimonies is dominated by
the topic of self-presentation followed by the family
topic. It is perhaps unsurprising that many testi-
monies begin this way, as survivors introduce them-
selves and their families to the interviewer. The fact
that the self-presentation topic rarely appears later
may not constitute a significant finding, but it is nev-
ertheless of importance as it validates the model’s
analytic capability. The next two parts of the tes-
timonies also reveal a number of common topics,
associated with the description of community life
before the war. These include family, education,
religion, house, and sport. The latter part also con-
tains the topic of war news, hinting at the events to
come.

In contrast to the dominance of common topics at
the beginning of the testimonies, the middle parts
show greater variance in the topic distributions.
Each part typically features several common top-
ics with similar percentages (around 5-15%). This
might reflect the diversity of experiences among
Holocaust survivors. The middle part topics vary
starting with ghettos and war news to concentra-
tion/death camps and food, resolving in the rise in
dominance of the camps liberation topic.

In the final parts of the testimonies narratives
once again the model identifies a few dominant top-
ics. These include interview-related topics such as
presenting family pictures and discussing life after
the Holocaust topics. Additionally, topics related to
life after the war emerged, such as immigration and
establishing work and marriage in new countries.

In conclusion, the BERTopic model successfully
identifies a typical structure for Holocaust survivor
testimonies, particularly at the beginning and end.

The middle sections show more variation, reflecting
the different experiences of individual survivors.

4.2. Gender and Age as Expressed in
Testimonies Narratives

This section introduces a method for comparing
the narrative trajectories present within different
groups of Holocaust survivor testimonies. We apply
this method to investigate gender- and age-based
differences in testimonial narratives.

To begin, we compute a typical testimony path
for each group under consideration (e.g., male vs.
female, young vs. older survivors). This ’typical’
testimony schema represents the average topic
distribution across the 15 fixed parts. Next, we
perform t-tests for each part to quantify the differ-
ences in topic prevalence between groups. Topics
with a substantial t-value (above 3.5%) and a low
probability of such deviation arising by chance (p-
value under 0.01) are flagged as characteristic of
the group in which they are more prevalent.

Let’s consider the age-based comparison be-
tween younger survivors, born 1925-1940, experi-
encing the Holocaust as children (522 testimonies),
and older survivors, born 1902-1925, adults during
the Holocaust (467 testimonies). Fig. 4 reveals in-
teresting distinctions. Topics like "Childhood Mem-
ories" and "Food" dominate the middle parts of
younger survivors’ testimonies, while "Life Perspec-
tive" features in the final parts. Conversely, "Mar-
riage", "Work", and "War News" are more prominent
in the middle of older survivors’ accounts. Interest-
ingly, while education-related topics seem more
prevalent at the beginning of older survivors’ tes-
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Figure 4: Adults vs. young survivors typical testimony t-test. The Black Point represents values with
p-values under 0.01.

Figure 5: Men vs. women survivors typical testimony t-test. The Black Point represents values with
p-values under 0.01.

timonies, they tend to re-emerge near the end for
the younger group. Turning to the gender-based
analysis, with a balanced corpus of 531 male and
469 female testimonies, Fig. 5 highlights poten-
tial differences. Topics like "Bar Mitzvah", "Army",
"Camp Liberation", and "Work" are more charac-
teristic of men’s testimonies. In contrast, "Birth",
"Childhood Memories", "Parents", and "Marriage"
are more prevalent in women’s testimonies. This
analysis reveals how men and women may struc-
ture their narratives differently, particularly in the
middle sections of their testimonies.

The USC Shoah Foundation’s interviewer guide-
lines do not provide specific instructions for order-
ing topics or tailoring questions based on the sub-
ject’s age or gender. This suggests that the ob-
served differences in narrative structure between
these groups are not a direct result of the guide-
lines. Rather, they may stem from the interviewers’
individual approaches or the survivors’ unique ex-
periences and perspectives.

5. Exploratory Study Identifying
Diverging Narratives

This study introduces a novel method for identify-
ing testimonies within a specific group that exhibit
topic distribution patterns more characteristic of
another group. Our goal is to pinpoint narratives
that stand out as atypical within their designated

category. We achieve this by defining a scoring
function that quantifies the similarity between a tes-
timony’s topic distribution and the typical narrative
patterns of a different group. Let us formalize the
scoring function which yields a high score for testi-
monies from A that resemble the narrative patterns
typical of B. Let t = (t1, t2, ..., t15) represent the
testimony’s topic distributions from group A, where
each ti is a vector of topic probabilities for part
i. And, CA = {(i1, j1), (i2, j2), ..., (in, jn)} denotes
the characteristic topic-part pairs for group A, where
ix is a part index and jx is a topic index. These
pairs have high t-values (>3.5) and low p-values
(<0.01) in the group comparison. CB similarly rep-
resents the characteristic topic-part pairs for group
B.

RB =
∑

(i,j)∈CB

ti[j] · |TvalueB(i, j)|

RA =
∑

(i,j)∈CA

ti[j] · |TvalueA(i, j)|

S(t, CA, CB) = RB −RA

Finally, we apply an argmax operation to spot
those testimonies exhibiting the highest resem-
blance to group B’s typical narrative:

argmaxt∈AS(t, CA, CB)

When comparing older and younger survivor
groups, Fig. 7 presents the distribution of resem-
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Figure 6: Outliers testimonies. A.T.J = Attitude toward Jews, S.P = Self-Presentation, C.L = Camps
Liberation, L.P = Life Perspective, J.C = Jewish Community, J.R = Jewish Religion, and C.M = Childhood
Memories

Figure 7: Testimonies scores histogram.

blance scores for testimonies within the groups.
The uneven distribution favoring negative scores
reveals that higher scores tend to be related to non-
conforming narratives. Using this method, Fig. 6
highlights two specific examples: a younger sur-
vivor whose narrative strongly resembles the older
group, and vice-versa emphasizing topics charac-
teristic of the opposite group.

6. Conclusion and Future Work

This study applies NLP techniques to explore the
complex narratives within the USC Shoah Foun-
dation’s Holocaust testimonies. Contextualized
topic modeling with BERTopic reveals key themes
and their distributions within the corpus. And, by
aligning testimonies into fixed parts, we unveiled a
common narrative trajectory along with age- and
gender-based variations. Our method detects diver-
gent testimonial narratives, identifying those within
one group that exhibit topic patterns characteris-
tic of another group. Future Work will extend the
analysis by comparing survivor narratives across
corpora3 and other testimonial archives to identify
both shared and distinct narratives patterns.

3Yale Fortunoff Archive
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A. Topic list

Topic Title Top-15 words in topic

Life Perspective children’, ’think’, ’holocaust’, ’thank’, ’say’, ’life’, ’grandchildren’,
’years’, ’want’, ’experiences’, ’people’, ’much’, ’god’, ’thats’, ’never’

Photographs picture’, ’taken’, ’thank’, ’photograph’, ’left’, ’name’, ’right’, ’photo’,
’next’, ’daughter’, ’son’, ’crew’, ’sister’, ’year’, ’wife’

Family name’, ’mother’, ’father’, ’born’, ’family’, ’mothers’, ’remember’, ’sister’,
’brother’, ’fathers’, ’lived’, ’years’, ’sisters’, ’brothers’, ’grandfather’

Education school’, ’jewish’, ’antisemitism’, ’hitler’, ’jews’, ’remember’, ’teacher’,
’hebrew’, ’yiddish’, ’german’, ’friends’, ’language’, ’teachers’, ’polish’, ’years’

Russia russian’, ’russians’, ’russia’, ’people’, ’away’, ’germans’, ’army’, ’take’,
’train’, ’told’, ’come’, ’want’, ’food’, ’says’, ’already’

Jewish Religion synagogue’, ’holidays’, ’used’, ’shabbos’, ’remember’, ’religious’,
’shabbat’, ’shul’, ’friday’, ’father’, ’passover’, ’home’, ’holiday’, ’jewish’, ’family’

Self-Presentation name’, ’born’, ’birth’, ’spell’, ’interview’, ’please’, ’date’,
’english’, ’today’, ’1997’, ’conducting’, ’interviewer’, ’language’, ’1998’, ’maiden’

Ghetto ghetto’, ’people’, ’germans’, ’jews’, ’work’, ’food’, ’place’, ’little’,
’lived’, ’remember’, ’jewish’, ’house’, ’already’, ’street’, ’away’

Food food’, ’bread’, ’soup’, ’eat’, ’potatoes’, ’little’, ’day’, ’used’, ’people’,
’water’, ’piece’, ’work’, ’something’, ’hungry’, ’put’

Marriage married’, ’wedding’, ’met’, ’husband’, ’wife’, ’marry’, ’israel’, ’years’,
’meet’, ’name’, ’marriage’, ’laughs’, ’come’, ’want’, ’family’

Israel ’israel’, ’palestine’, ’zionist’, ’british’, ’kibbutz’, ’organization’, ’jewish’,
’people’, ’army’, ’hebrew’, ’tel’, ’war’, ’come’, ’also’, ’years’

France ’french’, ’france’, ’paris’, ’belgium’, ’people’, ’brussels’, ’germans’, ’train’,
’german’, ’antwerp’, ’war’, ’border’, ’think’, ’vichy’, ’little’

Physical Health ’hospital’, ’sick’, ’doctor’, ’typhus’, ’camp’, ’fever’, ’people’, ’doctors’,
’typhoid’, ’day’, ’couldnt’, ’food’, ’take’, ’put’, ’work’

Hungary ’hungarian’, ’hungary’, ’hungarians’, ’budapest’, ’jews’, ’romania’, ’romanian’,
’jewish’, ’people’, ’war’,’many’, ’labor’, ’started’, ’germans’, ’father’

America ’ship’, ’states’, ’united’, ’york’, ’boat’, ’new’, ’visa’, ’america’, ’come’, ’arrived’,
’american’, ’quota’, ’affidavit’, ’days’, ’papers’

Camps ’auschwitz’, ’birkenau’, ’camp’, ’people’, ’gas’, ’work’, ’saw’, ’day’, ’barracks’,
’train’, ’see’, ’barrack’, ’right’, ’knew’, ’women’

House ’room’, ’house’, ’apartment’, ’kitchen’, ’rooms’, ’lived’, ’bedroom’, ’big’, ’living’,
’floor’, ’remember’, ’home’, ’dining’, ’describe’, ’used’

Camps Liberation ’camp’, ’german’, ’american’, ’germans’, ’saw’, ’americans’, ’day’, ’see’,
’people’, ’soldiers’,’planes’, ’war’, ’prisoners’, ’started’, ’liberated’

Trains ’train’, ’people’, ’cattle’, ’trains’, ’wagon’, ’camp’, ’march’, ’long’, ’water’,
’many’, ’station’, ’car’, ’food’, ’days’, ’see’

Work ’job’, ’business’, ’worked’, ’work’, ’money’, ’working’, ’company’, ’store’, ’bought’,
’make’, ’years’, ’week’, ’started’, ’factory’, ’want’

Attitude Toward Jews ’says’, ’jewish’, ’told’, ’come’, ’jews’, ’mother’, ’want’, ’away’,
’german’, ’see’, ’knew’, ’people’, ’look’, ’gave’, ’man’

Music ’music’, ’sing’, ’singing’, ’song’, ’songs’, ’opera’, ’played’, ’piano’, ’sang’,
’play’, ’remember’, ’used’, ’yiddish’, ’voice’, ’laughs’

Childhood memories ’mother’, ’father’, ’remember’, ’think’, ’parents’, ’see’, ’sister’,
’never’, ’really’, ’knew’, ’always’, ’happened’, ’mean’, ’couldnt’, ’tell’

Czech ’prague’, ’czech’, ’czechoslovakia’, ’theresienstadt’, ’train’, ’people’, ’see’, ’come’,
’army’, ’left’, ’knew’, ’stayed’, ’transport’, ’home’, ’want’

Letters ’letters’, ’letter’, ’wrote’, ’mother’, ’war’, ’sister’, ’parents’, ’sent’, ’write’,
’cross’, ’found’, ’red’, ’brother’, ’knew’, ’family’

Bar Mitzvah ’bar’, ’mitzvah’, ’remember’, ’torah’, ’synagogue’, ’mitzvahed’, ’school’,
’jewish’, ’rabbi’, ’hebrew’, ’shul’, ’family’, ’mitzvahs’, ’father’, ’13’
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Topic Title Top-15 words in topic

War News ’radio’, ’poland’, ’jews’, ’polish’, ’war’, ’news’, ’jewish’, ’people’, ’german’, ’knew’,
’germans’, ’germany’, ’heard’, ’poles’, ’warsaw’

Greeting ’thank’, ’yourn’, ’much’, ’muchrn’, ’sharing’, ’welcome’, ’welcomern’, ’add’, ’youre’,
’mrs’, ’testimony’, ’concludes’, ’thanks’, ’say’, ’want’

Legal ’trial’, ’trials’, ’court’, ’nuremberg’, ’crimes’, ’witnesses’, ’case’, ’courtroom’,
’witness’, ’judge’, ’cases’, ’justice’, ’defense’, ’evidence’, ’interpreter’

Sport ’play’, ’soccer’, ’used’, ’played’, ’sports’, ’school’, ’games’, ’remember’, ’sport’,
’friends’, ’swimming’, ’playing’, ’ball’, ’club’, ’liked’

Partisan ’partisans’, ’partisan’, ’group’, ’russian’, ’germans’, ’forest’, ’killed’, ’people’,
’army’, ’fighting’, ’woods’, ’fight’, ’food’, ’knew’, ’thats’

Far East ’shanghai’, ’japanese’, ’chinese’, ’china’, ’japan’, ’hongkew’, ’refugees’, ’people’,
’war’, ’see’, ’money’, ’ship’, ’american’, ’boat’, ’harbor’

Yellow Star ’star’, ’wear’, ’yellow’, ’wearing’, ’stars’, ’jewish’, ’david’, ’jews’, ’remember’,
’armband’, ’wore’, ’germans’, ’jew’, ’people’, ’think’

Number Tattoo ’number’, ’tattooed’, ’tattoo’, ’numbers’, ’auschwitz’, ’camp’, ’arm’, ’barracks’,
’given’, ’birkenau’, ’tattooing’, ’people’, ’triangle’, ’put’, ’prisoners’

Camp Selection ’mengele’, ’selection’, ’auschwitz’, ’gas’, ’camp’, ’right’, ’people’, ’saw’,
’side’, ’twins’, ’selected’, ’see’, ’left’, ’told’, ’experiments’

Schindler List ’schindler’, ’factory’, ’list’, ’schindlers’, ’plaszow’, ’oskar’, ’goeth’,
’brxfcnnlitz’, ’people’, ’camp’, ’brunnlitz’, ’inaudible’, ’working’, ’knew’, ’auschwitz’

Jewish Community ’jewish’, ’town’, ’population’, ’jews’, ’lived’, ’community’, ’city’,
’people’, ’synagogue’, ’families’, ’big’, ’school’, ’area’, ’lot’, ’business’

Expensive Objects ’jewelry’, ’money’, ’gold’, ’ring’, ’things’, ’silver’, ’coins’, ’hide’,
’give’, ’take’, ’put’, ’buy’, ’remember’, ’sold’, ’whatever’

Army ’army’, ’training’, ’basic’, ’infantry’, ’drafted’, ’fort’, ’draft’, ’corps’, ’sergeant’,
’officer’, ’unit’, ’military’, ’citizen’, ’british’, ’service’

Concentration Camps ’bergenbelsen’, ’buchenwald’, ’camp’, ’people’, ’belsen’, ’barrack’,
’dead’, ’arrived’, ’saw’, ’barracks’, ’remember’, ’block’, ’liberated’, ’prisoners’, ’many’

Kristallnacht ’kristallnacht’, ’synagogue’, ’november’, ’happened’, ’1938’, ’remember’,
’father’, ’arrested’, ’night’, ’school’, ’mother’, ’home’, ’glass’, ’jewish’, ’day’

Italy alian’, ’italy’, ’italians’, ’athens’, ’switzerland’, ’rome’, ’mussolini’, ’people’,
’camp’, ’modena’, ’train’, ’germans’, ’bari’, ’chichibo’, ’nonantola’

Birth ’baby’, ’hospital’, ’doctor’, ’child’, ’pregnant’, ’husband’, ’mother’, ’father’,
’sick’, ’born’, ’cancer’, ’died’, ’told’, ’home’, ’never’

Parents ’father’, ’mother’, ’come’, ’says’, ’take’, ’little’, ’told’, ’saw’, ’knew’, ’see’,
’place’, ’away’, ’want’, ’ill’, ’thought’

Scandinavia ’sweden’, ’denmark’, ’danish’, ’swedish’, ’danes’, ’copenhagen’, ’stockholm’,
’king’, ’people’, ’malmo’, ’jews’, ’goteborg’, ’jewish’, ’swedes’, ’government’

University ’university’, ’college’, ’school’, ’degree’, ’years’, ’new’, ’high’, ’york’,
’job’, ’engineering’, ’masters’, ’worked’, ’work’, ’social’, ’graduate’

Australia ’australia’, ’melbourne’, ’australian’, ’sydney’, ’boat’, ’fremantle’, ’ship’,
’arrived’, ’come’, ’australians’, ’people’, ’job’, ’english’, ’friends’, ’years’

Holland ’dutch’, ’holland’, ’amsterdam’, ’westerbork’, ’jews’, ’people’, ’rotterdam’,
’german’, ’camp’, ’germans’, ’war’, ’jewish’, ’happened’, ’nazis’, ’germany’

Christianity ’catholic’, ’church’, ’priest’, ’baptized’, ’communion’, ’religion’, ’jewish’,
’catholicism’, ’mother’, ’school’, ’convert’, ’never’, ’convent’, ’prayers’, ’think’

Deportations ’deported’, ’deportation’, ’people’, ’deportations’, ’jews’, ’day’,
’work’, ’ghetto’, ’happened’, ’heard’, ’think’, ’told’, ’believe’, ’sent’, ’knew’

Clothes ’shoes’, ’clothes’, ’shower’, ’hair’, ’shaved’, ’camp’, ’clothing’, ’naked’,
’put’, ’auschwitz’, ’pair’, ’showers’, ’barracks’, ’barrack’, ’women’

Packing ’take’, ’clothing’, ’little’, ’suitcase’, ’remember’, ’things’, ’knitting’,
’left’, ’made’, ’used’, ’yarn’, ’everything’, ’mother’, ’maybe’, ’something’

Judenrat ’judenrat’, ’judenrate’, ’ghetto’, ’police’, ’jewish’, ’people’, ’jews’,
’germans’, ’council’, ’orders’, ’killed’, ’away’, ’gestapo’, ’work’, ’town’

Gypsy ’gypsies’, ’gypsy’, ’camp’, ’block’, ’people’, ’auschwitz’, ’mengele’, ’lager’,
’saw’, ’jews’, ’gassed’, ’barracks’, ’eichman’, ’see’, ’told’

51



Topic Title Top-15 words in topic

Kapo ’kapos’, ’kapo’, ’prisoners’, ’camp’, ’block’, ’barrack’, ’people’, ’german’, ’political’, ’killed’,
’work’, ’put’, ’prisoner’, ’somebody’, ’remember’

Poland ’warsaw’, ’polish’, ’lublin’, ’place’, ’train’, ’find’, ’army’, ’walked’, ’also’, ’anyway’, ’station’,
’says’, ’poles’, ’people’, ’praga’

Camp Barracks ’barrack’, ’barracks’, ’beds’, ’bunk’, ’people’, ’bunks’, ’slept’, ’camp’, ’wooden’, ’straw’,
’bed’, ’sleeping’, ’cold’, ’sleep’, ’little’

Death ’cemetery’, ’buried’, ’grave’, ’jewish’, ’people’, ’put’, ’died’, ’stone’, ’family’, ’find’,
’mass’, ’tombstones’, ’graves’, ’place’, ’stones’

Unknown ’people’, ’remember’, ’jewish’, ’see’, ’think’, ’father’, ’come’, ’knew’, ’little’, ’german’,
’camp’, ’day’, ’mother’, ’told’, ’thats
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Abstract 
This paper presents a pilot project conducted in collaboration with the Fondazione CDEC to shed light on the historical 

dynamics of the arrests and deportations of Jews from Italy to foreign concentration camps between 1943 and 1945. Led 
by a multidisciplinary team, including a Digital Humanities expert, an archivist, a GIS developer, and an education manager, 
the project aimed to rework archival information into data visualisation models utilising a subset of data from the CDEC LOD 
dataset of the victims of the Holocaust in Italy to construct detailed visual representations of deportation routes. 
 

Drawing inspiration from previous projects like the Atlas of Nazi-Fascist Massacres and research on Holocaust 
testimonies, this project sought to create interactive maps, network and graphs illustrating the paths of forced transfers 
endured by arrested Jews, particularly focusing on those born or arrested in Milan. Despite challenges such as incomplete 
or imprecise data, the team managed to reconstruct deportation routes and classify transport convoys, enhancing the 
understanding of this dark period in history. The visualisations, along with detailed repositories and links provided on GitHub, 
serve as valuable research tools for both scholarly and educational purposes, offering users varying levels of granularity to 
explore historical events and timelines. Through meticulous data analysis and visualisation techniques, this project 
contributes to ongoing efforts to preserve and understand the tragic events of the Holocaust, emphasizing the importance 
of archival work and interdisciplinary collaboration in historical research. 

Keywords: Data Visualisation, Spatial Humanities, Jewish Deportation 
 

1. Introduction 
This paper aims to take stock of a pilot project that 

seeks to address the need to put the historical 
dynamics that characterised the arrests of Jews, living 
in Italy (Italians and foreigners) and their subsequent 
deportation to concentration and extermination 
camps between 1943 and 1945, back at the centre of 
the scientific debate. After the Armistice the 8th of 
September 1943 and subsequent Nazi occupation of 
Italy, deportation of Jewish people started and more 
than 8,000 Jews were deported from Italy to Nazi 
concentration camps. This project was carried out in 
close collaboration with the Fondazione CDEC 
(Contemporary Jewish Documentation Center) and is 
the result of a work that starts with the reworking of 
archival data, also from the Fondazione CDEC, to 
their transformation into data visualisation models. All 
steps of this work were shared and discussed by a 
four-person working team: 

• Giovanni Pietro Vitali, Associate Professor in 
Digital Humanities at the Université de 
Versailles Saint Quentin en Yvelines - 
Université Paris-Saclay who was in charge of 
coordinating the work, structuring the data, 
and creating a link between the archive 
activities and the final creation of the models. 

• Laura Brazzo, vice director of the CDEC 
Foundation and head of its historical 

 
1 These tools are currently available only in Italian. However, the 
development team of these visualisations intends to create an 
English-language version with the aim of expanding the scope of 
data to encompass the entire database of CDEC Foundation. 
2 Only two convoys left from Milan bound for Auschwitz, and one 
bound for Bergen Belsen. The other convoys which left Milan were 

archives, who was in charge for the analysis 
and revision of the archive materials. 

• Simone Landucci, GIS (Geographic 
Information System) developer who worked 
on the creation of the JavaScript models that 
enable the geographical visualisation of 
maps. 

• Patrizia Baldi, education Activities Manager 
at CDEC, who supported the historical and 
critical reflection around the creation of 
models. 

 
On the occasion of International Holocaust 

Remembrance Day, the work was officially published 
on the Fondazione CDEC website at this link: 
https://www.cdec.it/milano-mappe-sugli-arresti-e-le-
deportazioni-degli-ebrei-1943-1945/.1 
 

Before delving into previous projects that paved 
the way for GIS applications in the study of 
deportation and outlining the specificities of our work 
along with its potential in deportation analysis, it is 
important to note that this type of study faces 
significant challenges. This difficulty primarily stems 
from the near-complete destruction of transport lists 
containing the names of deported Jews.2  

 
A concluding introductory remark pertains to 

technical matters. All technologies utilised in our 
endeavour are entirely open-source. The project 

directed to the concentration camps (Polizei und Durchgangslager) 
of Fossoli, Modena (from February until August 1944) and then to 
Bolzen (until December 1944). From Fossoli and then Bolzano 
most of the convoys departed for Auschwitz. The total number of 
convoys that left from the territories of the Italian Social Republic 
was 20 (Picciotto Fargion, 2002: 58-65). 53



development team has thoroughly annotated both the 
data and code, thereby facilitating its reuse by any 
individual requiring it. 
 

2. State-of-the-art 
This work has been possible reusing data that the 

CDEC Foundation made available through its 
endpoint (http://dati.cdec.it/lod/shoah/website/html). 
Via the CDEC endpoint the full dataset of Jewish 
people arrested and deported from Italy can be 
queried, downloaded and reused (CC License 4.0) 
(Brazzo and Rodriguez, 2019). Behind the creation of 
this dataset, as well as behind the work presented in 
these pages, there is clearly Il libro della memoria. Gli 
Ebrei deportati dall'Italia (1943-1945) by Liliana 
Picciotto (Picciotto Fargion, 2002) that represents the 
reference point for all studies dealing with Jewish 
deportation from Italy. This book, published for the 
first time in 1991, is the central reference of this paper. 
In this monumental work the full list of both Jewish 
deportees and victims of massacres in Italy is 
recorded. This list is made of more than 8000 
individual records; data come from a variety of 
sources including already-mentioned four Nazi-list of 
transports3 out of the 20 transports which left from the 
RSI (Picciotto Fargion, 2002: 58-61).4  
 

One of the primary sources of inspiration for this 
project was the Atlante delle stragi Nazifasciste [Atlas 
of Nazi-Fascist Massacres] 
(http://www.straginazifasciste.it/), published in 2012. 
This research, funded by the German government, 
has been coordinated by the National Institute for the 
History of the Liberation Movement in Italy (INSMLI, 
http://www.reteparri.it/), and the National Association 
of Italian Partisans (ANPI, https://www.anpi.it/). The 
Atlas of Nazi-Fascist Massacres consists of an online 
database and related materials (documentaries, 
iconographic documents, videos) on some specifical 
specific historical recorded episodes: war massacres 
carried out by the Nazis and fascists principally during 
the German occupation period. The efforts dedicated 
to the development of this Atlas have culminated in 
the creation of a volume that stands as one of the 
pioneering endeavours in applying Spatial 
Humanities methodologies to conduct historiographic 
analysis of a significant phenomenon such as the 
spreading of violence during WWII: Zone di guerra, 
geografie di sangue. L’Atlante delle stragi naziste e 
fasciste in Italia (1943–1945) [War zones, blood 
geographies. An Atlas of the Nazi and Fascist 

 
3 The four transports are: (1) 5 April 1944/Auschwitz; (2) 16 May 
1944/Bergen Belsen; (3) 16 May 1944/Auschwitz; (4) 26 June 
1944/Auschwitz. They can all be viewed via the Digital Library at 
this link: https://digital-library.cdec.it/cdec-
web/storico/search/result.html?query=Transportliste&titoloStorico
=&contenutoStorico=&startDate=&endDate=&personeStorico=&lu
oghiStorico=&entiStorico=  
The convoys departing from Trieste (Operationszone Adriatisches 
Küstenland, are numbered from 21T to 43T while the unique 
convoy departing from Rhodes is numbered 44R). 
4 RSI stands for Repubblica Sociale Italiana [Italian Social 
Republic], a puppet state under Nazi-German influence during the 

massacres in Italy (1943-1945)] by Paolo Pezzino and 
Gianluca Fulvetti (Fulvetti and Pezzino, 2016).  
 

Expanding upon the groundwork laid by CDEC's 
exploration of Holocaust testimonies, as well as 
Picciotto's research and the data compiled by the 
Ferruccio Parri National Institute's atlas of massacres 
in Milan, a significant study was released in 2021. For 
the first time, this paper interlinked wartime 
massacres and deportations, offering a 
comprehensive understanding of these intertwined 
historical events: Visualizing Second World War 
Violence Through an Atlas of Nazi-Fascist 
Repression by Giovanni Pietro Vitali (Vitali, 2021). In 
this essay, the author pioneers the use of data 
visualisation technologies and novel approaches to 
dataset creation, which serve as the foundation for the 
maps and networks presented in this paper.  
 

Finally, it is important to mention previous 
scholarly efforts in addressing the challenge of 
visualizing deportation in Italy. Scholars such as 
Alberto Giordano, Tim Cole, and Maël Le Noc have 
undertaken significant work in this area. Their 
research focused on clustering Jewish arrests in Italy, 
culminating in the development of a model capable of 
tracing the movements of family members from the 
moment of arrest to their arrival at concentration 
camps (Le Noc et al., 2020). Prior to this, Cole and 
Giordano collaborated with Anne Kelly Knowles on an 
innovative volume titled GeoGraphies of the 
Holocaust (Knowles et al., 2014) which stands as a 
pioneering example of digitally assisted spatial 
humanities analysis within the field of Holocaust 
studies.5 
 

This paper aims to present a project that aligns 
with prior research in Spatial Humanities and 
Deportation, with the objective of contemplating the 
interrogation of our understanding of the Holocaust 
phenomenon through archival sources and scholarly 
endeavours. 

3. The project 
The first goal of this project was to craft an 

elaborate map delineating the routes of involuntary 
displacements endured by Jews subjected to arrest 
and subsequent deportation to Nazi concentration 
and extermination camps. Utilising already available 
data, archival materials and data visualisation, the 
team sought to construct a research instrument 
primarily for scholarly endeavours, while also 
bolstering educational and training initiatives at CDEC 

latter stages of World War II. Established following the German 
occupation of Italy in September 1943, RSI endured until the 
surrender of German forces in Italy in May 1945. The presence of 
German troops fuelled significant opposition across Italy, sparking 
widespread resistance and ultimately precipitating the Italian Civil 
War. 
5 In this volume, the third chapter in particular: Retracing the 'Hunt 
for Jews' A Spatial-Temporal Analysis of Arrests during the 
Holocaust in Italy by Alberto Giordano and Anna Holian (Knowles 
et al., 2014: pp. 53-86). 
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Foundation as well as at the Shoah Memorial of Milan. 
Therefore, the decision was made to launch this pilot 
project using data related to the arrests of Jews in 
Milan, encompassing both those born in Milan and 
arrested elsewhere across Italy. Recognising the 
unique aspects of the phenomenon under study - 
deportation - and its geospatial data representation, 
the project team deemed it essential to empower 
users of the visualisations with control over both the 
historical events and their chronological context.  

 
The Graphs, Maps and Trees (Moretti, 2005), and 

networks approach that we proposed, recalling 
Franco Moretti's distant reading methodology 
(Moretti, 2013) applied to History. The graphical tools 
we have developed encompass various types of 
dataviz approaches - graphs, maps, trees and 
networks - and are designed to underscore the 
identified relationships between individuals, locations, 
and time periods, offering varying levels of detail 
granularity. This approach allows users to explore 
specific aspects based on their choices and research 
needs of the tools we have created. Through our 
work, the case studies we have conducted can be 
examined using both a close and distant reading 
approach, depending on the user's specific inquiries. 
Our underlying philosophy is to encourage users to 
‘ask the data graphically’, enabling them to explore 
the information in a visual and interactive manner 
according to their preferences and research 
objectives. 
 

The data sample we used for our project includes 
information on two case studies:  

• Jews born in the city of Milan (and arrested 
in Milan or the rest of Italy), 166 persons 

• Jews arrested in the city of Milan (born in 
Milan or the rest of Italy or Europe), 278 
persons. 

 
While these are two separate sets of data, there is an 
overlap of 41 cases between them, thus bringing the 
total number of cases examined to 403. 
 
The two datasets were acquired by executing two 
separate SPARQL queries on the entire LOD dataset 
of the Victims of the Holocaust in Italy 
(http://dati.cdec.it/lod/shoah/website/html). The query 
criteria for the data were the birthplace in the first case 
and the place of arrest in the second case. 
 

The dataset of the Victims of the Holocaust in Italy 
is the structured digital version of the textual 
information reported in Il Libro della Memoria, This 
volume is the result of a multi-year research 
conducted by CDEC, led by Liliana Picciotto, on the 
persecution and deportation of the Jews from Italy. 
The MS Access database that formed the basis of Il 
Libro della Memoria underwent subsequent 
processing starting in 2013: the data were massively 
transformed into RDF format based on established 
ontologies and a specifically crafted OWL domain 

 
6 GitHub repository: 
https://github.com/digitalkoine/chronology_arrests_milan  

ontology (Shoah Ontology) that formally describes the 
concepts  and relationships proper to the persecution 
and deportation of the Jews from Italy.  

 
The RDF dataset of the Victims of the Holocaust 

in Italy is exposed since 2014 on a SPARQL endpoint 
where queries, downloading and reusing of data by 
third parties are enabled. This dataset  formally titled 
“Shoah Victim Names” was included in the LOD Cloud 
Diagram of the University of Mannheim in September 
2014 (https://lod-cloud.net/). 
 

The research on the Victims of the Holocaust in 
Italy relies on a diverse array of sources, meticulously 
documented in a dedicated introductory section of Il 
Libro della Memoria. Among these sources is the 
collection of handwritten paper cards created by 
CDEC in the early 1970s at the beginning of the 
research on Jewish deportations from Italy, used to 
record information about each of the deportees. 
Information was systematically gathered from 
sources of that time, including testimonies of the 
relatives of the victims or survivors.  

These cards often provide granular details 
regarding specific locations – such as the address of 
residence and the exact place of arrest - which have 
not been included in Il Libro della Memoria or 
subsequent databases. Data about these locations 
have been incorporated into the two subsets used for 
our project.  

The inclusion of such information (when available) 
has provided the precise georeferencing of where 
people lived and/or were arrested - whether it was at 
their own home, on the street, or at another location 
(e.g., at the home of friends or acquaintances who 
were hiding them).  

In short, the two datasets upon which the project 
is based, incorporate information sourced from both 
the entire dataset of the Victims of the Holocaust in 
Italy queried via the SPARQL endpoint and the 
archival handwritten paper cards.  
  
 
3.1 Repositories and links 

The visualisations showcased in this paper have 
been archived in the repository space of Giovanni 
Pietro Vitali's GitHub profile: 
https://github.com/digitalkoine. The datasets, as well 
as the R and HTML, CSS and JavaScript code, along 
with the web pages developed, have been released 
under the MIT license within the repositories of this 
profile.  
 

The initial visualisation is a graph illustrating the 
timeline of arrests carried out by Fascist and Nazi 
authorities against Jews in Milan during the specified 
period. The graph is accessible through the following 
link: 
https://digitalkoine.github.io/chronology_arrests_mila
n/.6  
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One of the most important issues of the 
deportation is the classification of the trains that took 
the Jews out of Italy. In the specific case of this paper, 
we used the numbering of convoys proposed by 
Liliana Picciotto with departure and arrival dates.7 In 
order to eliminate any ambiguity surrounding the 
description of the transports, a dedicated website was 
created. On this site, we have included the 
information necessary to identify each of the convoys 
represented in the maps and network displays: 
https://digitalkoine.github.io/convogli_lager/.8 Below 
the description of each convoy, the users will find a 
list of the deported Jews, categorised based on the 
two case studies. By clicking on the name of each 
deportee, the user is directed to their personal and 
persecution data, accessible via the LOD browser 
LodView (e.g., 
http://dati.cdec.it/lod/shoah/person/418/html). 
 

In terms of visualisations, each of the two case 
studies consists of a map and a network, both 
interactive: 

 
• Jews born in the city of Milan 

Map (map_milan_deportees):9 
https://digitalkoine.github.io/map_milan_dep
ortees/; 
Network (network_milan_deportees):10 
https://digitalkoine.github.io/network_milan_d
eportees/;  

• Jews arrested in the city of Milan 
Map (map_milan_arrested):11 
https://digitalkoine.github.io/map_milan_arre
sted/;  
Network (network_milan_arrested): 
https://digitalkoine.github.io/network_milan_a
rrested/.12 

 
3.2 Data and code 

The visualisations we have crafted arise from a 
thorough examination of the historical intricacies 
surrounding arrests and deportations during the 
Holocaust. To accurately depict each stage of every 
deportee's journey, bespoke models were tailored for 
the two case studies. The objective was to explore 
digital solutions, facilitating the application of the 
same methodology to all deportees in the CDEC 
endpoint in the future. The project team had engaged 
in prior discussions concerning the potentialities 
afforded by visualisation techniques and the nature of 
the data it possessed, including associated 
challenges. Through a comprehensive exploration of 
sources and available options, the team harmonised 
the data and selected appropriate coding 
methodologies. This process was conducted with a 
synergistic approach, ensuring the interoperability of 

 
7 A different numbering system to classify convoys to prison and 
extermination camps is proposed by Italo Tibaldi in Compagni di 
viaggio (Tibaldi, 1994) and in Calendario della deportazione italiana 
(http://www.associazioni.milano.it/aned/tibaldi_calendar.htm). 
8 GitHub repository https://github.com/digitalkoine/convogli_lager  
9 GitHub repository: 
https://github.com/digitalkoine/map_milan_deportees  

data across all chosen programming environments, 
primarily R and JavaScript. 

 
3.2.1 Data 

The approach to data was a crucial aspect of our 
methodological framework. Through the SPARQL 
endpoint, we obtained  the basic and necessary 
information to construct visualizations. In order to 
accurately depict the deportation routes, 
comprehensive data detailing each individual's 
journey across all its stages was indispensable. 

In addition to biographical data, the pertinent 
information encompasses details pertaining to the 
various phases of each individual's journey, 
commencing from the moment of their arrest: 

 
• First and last name  
• Place and date of birth 
• Address of residence  
• Place and date of arrest 
• Period of imprisonment (if any) 
• Period of internment (ddmmyyyy to 

ddmmyyy) in prison and/or transit camp (until 
August 1944 at the camp of Fossoli di Carpi, 
and then at the camp of Bolzano) 

• Place and date of departure of convoy 
• Place and date of arrival of convoy 

 
The data available are in some cases very precise, 

in others less so. For instance, sometimes the date of 
the arrest is only known with the month without the 
day. Or again, the perpetrators of the arrest are only 
known for 99 out of 278 cases. The provenance of 
these data is the milestone research of Liliana 
Picciotto, namely the  already-mentioned Il Libro della 
Memoria. Information provided by this book are rich 
and complex: last known place of residence (e.g. 
Milan); place and date of arrest (e.g. Milan, 11 
November 1943), perpetrators of the arrest (Fascist, 
Nazi) transfer(s) from prison to prison before 
deportation; Convoy Departure place and date, 
Arrival place and date; fate. This complex of 
information has been structured through both 
consolidated ontologies (FOAF, Event, BIO, 
Schema.org and DCMI, for biographical information) 
and the OWL domain Shoah Ontology 
(http://dati.cdec.it/lod/shoah/reference-
document.html for data regarding persecution) in a 
large dataset that has been used for our pilot project. 
However, the mapping part of the project we were 
constructing necessitated a higher degree of 
precision, particularly concerning the dates and 
locations of arrests. This precision could, in certain 
instances, be deduced from the scrutiny of the already 
mentioned handwritten paper cards Consequently, it 
was  feasible, in numerous instances, to revisit the 
archives and reconcile discrepancies within the data, 

10 GitHub repository: 
https://github.com/digitalkoine/network_milan_deportees  
11 GitHub repository: 
https://github.com/digitalkoine/map_milan_arrested  
12 GitHub repository: 
https://github.com/digitalkoine/network_milan_arrested  
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or integrate with additional information. Our work has 
tried to remedy data gaps such as the case of dates. 
By going back into the archives, we managed to 
resolve certain conflicts or in other cases we 
reconstructed a plausible date that would allow us to 
digitally design the journey of each deportee. Where, 
for example, a date was only indicated by the year, 
we provided a possible option that would allow the 
map to function and that it was  coherent  with the rest 
of the data, especially the dates. All acts aimed at 
rectifying inconsistencies in cases with gaps in the 
dataset were resolved by relying on contextual 
historical data such as the dates of arrival and 
departure of convoys. We duly noted this particular 
aspect for each individual. Regrettably, it was not 
feasible to reconstruct all deportation routes. 

 
• For the Jews born in the city of Milan (and 

arrested in Milan or elsewhere in Italy), our 
166 persons dataset had to exclude 4 people: 
Gutenberger Elda, Pisetzky Dorotea, Spiro 
Eva, and Volterra, Nissim. From now on, we 
will refer to this dataset as DS1. 
 

• For the Jews arrested in the city of Milan 
(and born in Milan or elsewhere in Italy or 
abroad), our 278 persons dataset had to 
exclude 19 people: Adler Oscar Zeliko, Adler 
Zora, Americano Carolina, Araf Marco, 
Percowiez Adolfo, Rabinoff Anna, Milul 
Isacco Gino, Dana Salomone, Dana 
Samuele, Guastalla Luciano, Lemberger 
Marcella, Lemberger Wolf, Lenghi Walter, 
Rosenbaum Elena, Foà Aldo, Romano 
Ferdinando Vittorio, Gutenberger Elda, Leoni 
Giulia, Voghera Augusta. From now on, we 
will refer to this dataset as DS2. 

 
As a result, DS1 decreased from 166 to 162 and DS2 
from 278 to 259 deportees.  

 
DS1 is composed of fewer people but with more 

complex histories, and the errors multiply. This table 
provides a summary of the dataset fields that have 
undergone rectification. We incorporate accuracy 
information, which pertains to the entirety of the data 
scrutinised for each respective field outlined in the 
dataset, juxtaposed with the errors detected within 
each single field as delineated in the subsequent table 
lines: 
 

Fields  
(original name 
Digital Library) 

Errors on 1782 
fields Accuracy 

dateOfBirth 3 0,0017 
arrestPlace 8 0,0045 
arrestDate 36 0,02 

transferDate 85 0,048 
convoyDepatureDate 16 0,0089 

convoyArrivalDate 17 0,0095 
labelToNaziCamp 16 0,0089 

dateofDeath 56 0,031 
 

Table 1: Table of the accuracy of data concerning 
Jews born in Milan - DS1 

 
This table indicates that the data pertaining to 

Jews born in Milan and detained either inside or 
outside the city are notably more deficient, and also 
less numerous compared to DS2. Nevertheless, it is 
important to note that the aforementioned gaps in the 
data within the CDEC endpoint did not impede the 
possibility to devise methodologies for visualising the 
deportation routes of individuals affected by these 
discrepancies. However, this observation prompts 
consideration regarding the ongoing necessity for the 
analysis and categorisation of historical source 
material, particularly regarding the Second World War 
and, more specifically, the Holocaust (Vitali, 2022). It 
is evident that there exists a requirement to revisit 
primary sources and rectify the data through 
increased dialogue between archives’ documentation 
and digital technologies. 

 
With regard to the data concerning Jews arrested 

in Milan, it appears that the primary challenge 
encountered concerning these historical records lies 
in the dates of arrest, which exhibit the highest 
frequency of errors. The table presenting accuracy 
metrics illustrates the following: 
 

Fields  
(original name 
Digital Library) 

Errors on 2849 
fields Accuracy 

dateOfBirth 1 0,00035 
arrestsDate 35 0,013 

detentionDate 7 0,0025 
campDate 5 0,0017 

convoyDepatureDate 1 0,00035 
 

Table 2: Table of the accuracy of data concerning 
Jews arrested in Milan – DS2 

 
It is of note that the entirety of errors within the 

reference dataset underscores the richness of 
information present in the most comprehensive 
dataset. Notably, all inaccuracies in the dataset 
pertain to dates. It is intriguing to observe that the 
dataset focusing on individuals arrested in Milan 
exhibits greater accuracy compared to the dataset 
encompassing a broader scope, such as individuals 
born in Milan but arrested beyond the Lombard 
capital. Upon examining the accuracy data, one 
discerns the intricacies involved in reconstructing the 
history of these deportees, likely attributable to the 
complexity of their movements. 

 
The design and manipulation of the data were 

conducted concomitantly, not through a process of 
conforming the datasets to predetermined 
specifications, but rather by refining the programming 
to align the models with the data themselves - an 
established focal point determined by the project 
team. As the data underwent harmonisation, the 
coding evolved in tandem, adapting to accommodate 
the evolving datasets. 
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3.2.2 Code 
Undoubtedly, the primary objective of the team 

engaged in this project was to develop interactive 
maps. The imperative was to craft an interactive map 
capable of addressing the intricacies inherent in the 
historical phenomenon of deportation. The sole viable 
approach to adhere to open-source principles 
involved utilising HTML, CSS, and particularly 
JavaScript.13 The provided HTML code served the 
purpose of constructing interactive web maps that 
visualise historical data pertaining to the deportation 
of individuals from Milan or arrested in Milan during 
World War II. It leveraged several JavaScript libraries 
and plugins to achieve various functionalities. Firstly, 
the maps are built using Leaflet.js, a widely-used 
JavaScript library for creating interactive maps. This 
library is imported from a Content Delivery Network 
(CDN). Additionally, Turf.js, a JavaScript library for 
spatial analysis, is utilized for geospatial operations 
such as buffering and intersecting. To enhance user 
interaction and visualisation, several Leaflet plugins 
are incorporated. Leaflet.Coordinates is employed to 
display mouse coordinates on the map, while 
Leaflet.Search facilitates searching for specific 
features on the map. Leaflet.GeometryUtil enables 
geometric operations, and Leaflet.AlmostOver assists 
in handling mouseover events. Moreover, the maps 
design are enriched with features like multiple style 
layers, SVG shape markers, arrowheads for lines, 
and polyline decorators, all achieved through 
respective Leaflet plugins. 
OverlappingMarkerSpiderfier-Leaflet is employed to 
manage overlapping markers effectively. For user 
convenience, EasyButton.js is integrated to add 
customizable buttons to the map interface. 
Additionally, ISO8601.js aids in parsing ISO 8601 
durations, crucial for handling time-related data. 
Furthermore, the map relies on 
Leaflet.TimeDimension, a plugin enabling time 
capabilities such as time sliders and animations. This 
allows users to visualise temporal aspects of the 
deportation data. The HTML code includes 
references to various GeoJSON files containing 
geographic data layers, such as birthplaces, arrest 
locations, detention camps, and convoy routes. 
Moreover, CSS files are utilized for styling map 
elements, while JavaScript files define map 
interactions, such as popups when hovering over 
features and searching for specific individuals. In 
summary, the HTML code amalgamates diverse 
JavaScript libraries and plugins to craft an engaging 
and informative web maps showcasing historical 
deportation data during World War II. 

 
Concerning the adoption of R programming 

language, this one was selected due to the 
straightforwardness exhibited by specific packages in 
crafting interactive networks, such as visNetwork, or 
graphs, such as plotly. The simplicity inherent in 
programming networks and graphs with R was the 
rationale behind this selection.  
 

 
13 In the current state of the art, there exists no readily available 
method to employ leaflet libraries in Python or R for effortlessly 

The Graph’s code utilises basically the plot_ly 
function to generate an elaborate area chart depicting 
comprehensive statistics on Jewish arrests in Milan 
between 1943 and 1945. This visualisation 
comprehensively illustrates diverse categories of 
arrests, encompassing those carried out by Italians 
and Germans, as well as arrests with unidentified 
authorship. The layout of the plot is meticulously 
customised to enhance technical aspects such as 
axis labels, title positioning, and annotation 
alignment, culminating in a visually refined and 
informative presentation. 
 

The networks’ code begins by loading essential 
libraries for data manipulation and visualisation, 
including visNetwork and tidyverse, followed by the 
importation of pertinent data on nodes, edges, and 
additional contextual information from CSV files. 
Subsequently, utilising the visNetwork function, the 
code generates a dynamic network visualisation, 
allowing for customizations in dimensions and the 
incorporation of explanatory text. Configuration 
options are set to enable user interaction, such as 
node highlighting, selection by identifiers or groups, 
and tooltip management. Finally, a randomised seed 
is introduced to ensure a consistent layout for the 
network visualization.  
 
3.3 Graphs 

The graph is a scatter plot with an underlying area, 
displaying the temporal trend of arrests for the 
different groups of individuals. Each group is 
represented by a different colour, and the area under 
the curve represents the total number of arrests up to 
that point. Annotations on the chart provide additional 
information about the temporal period considered and 
the source of the data used (information and legend 
on maps and graphs are provided in Italian only so 
far). In summary, the script generates an interactive 
chart that offers a visual representation of the 
statistics of Jewish arrests in Milan during World War 
II, divided into groups of arrest authors. 

 

Figure 1: Interactive chronology of Jewish arrests 
1943-45. 

 

generating geometrically intricate time charts without resorting to 
services like shinyapps. 58



How to use the graph. This graph is fully 
interactive and through the zoom function allows you 
to select a chosen area that corresponds to a specific 
period. The dates of the Jewish arrests are on the x-
axis (Number 1, Figure 1) and the number of arrests 
on the ordinates. The 5 lines in the graph correspond 
to the 5 options listed in the legend/option menu 
(Number 2, Figure 1). By clicking on the lines 
represented in the legend, one can highlight or hide 
the trends of arrests in Milan in order to visualise who 
the perpetrators are. More than one option can be 
selected and displayed at a time in order to make 
comparisons within the lines of arrest trends. 
 
3.4 Maps 

The two maps are web applications provide 
intuitive user interfaces enabling users to explore the 
data interactively. Information is organised into 
various layers, each representing a specific aspect of 
the deportees’ lives, such as birthplaces, arrest 
locations, detention camps, and deportation routes. 
Each entity on the maps is associated with an 
informative popup providing details about the 
individuals or locations. Users can control which data 
layers are displayed and utilise a time function to 
explore the data over time. Furthermore, a search 
function allows users to look up specific individuals 
within the dataset. In summary, the maps offer an 
effective means of exploring and gaining a deeper 
understanding of the phenomenon of deportations 
from Milan during the Second World War. 

 

 

Figure 2: Interactive map of deportation explained 
with legends. 

 
How to use the maps. The two maps are digital 

tools that can be browsed like any multimedia object. 
Figure 2 is an example representing both maps. It 
highlights the tools allowing the user to see the 
information he or she is looking for. The maps are 
dynamic and visualise the evolution of historical 
events day by day. They show the route of each 
individual person from the moment of his or her arrest 
at a certain location to his or her arrival in the 
concentration and/or extermination camp. On the 
screen, the places of passage that characterised the 
persecution route of these people are constantly 
highlighted and traced. Each point or line, which 

'switches on and off' with the passage of time, can be 
clicked on to display information about the person it 
represents. These are the instructions for using the 
maps schematised in Figure 2:  

(1) Zoom tool and positioning on the map 
(2) Date box: The date constantly changes 

based on the passage of time given by the time bar.  
(3) Time bar: This is the tool for starting and 

stopping the flow of time. The dates displayed day by 
day have been defined by default between 8 
September 1943 and 25 April 1945. As can be seen 
from the image, the time bar is divided into three 
groups of buttons; each block corresponds to a 
different functionality:  

- In the first group, the play/rewind/fast forward 
buttons allow the user to start/stop or advance the 
time scroll.  

- The cursor in the middle block allows the user 
to manually move the time or date displayed forwards 
or backwards. Using the play/rewind/fast forward 
buttons, it is possible to manually move forward or 
backward the time and thus the events that the map 
represents.  

- In the right-hand group of the time bar, a slider 
allows the user to change the speed of time scrolling. 

(4) Legend/options menu: the legend 
explains the meaning of lines and dots and colours 
that are displayed on the map. It is opened by clicking 
on the layer selector icon. The legend also functions 
as an options menu: it enables lines of convoy 
trajectories and/or the places that marked each 
person's persecution route to be viewed at the same 
time.  

(5 & 6) Search/Selection Tool: allows the user 
to select the persecutory journey of a single person, 
from those represented on the map. By typing, letter 
by letter, the searched name, the tool gradually 
suggests one or more options. The biographical 
information on the chosen person(s) is displayed in 
the box marked No. 6. At the same time, the line 
identifying the person(s) on the card changes colour:  

- turns orange if on the date on the card the 
deportation of the person has not yet taken place  

- turns red if on the date indicated on the card 
by the time bar the person has already been deported. 
 
3.5 Networks 

The networks allow users to explore the 
deportation routes of individual persons from the 
moment of their arrest to their arrival at Nazi camps. 
Users can interact with the visualisation by clicking on 
nodes to highlight the deportation routes of specific 
individuals. Additionally, a dropdown menu enables 
users to select specific names, convoys, or places of 
imprisonment for further exploration. The aim of this 
visualisation is to provide insights into the deportation 
of Jews from Milan during the specified period. It 
serves as a tool for understanding the historical 
context and human impact of these events.  
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Figure 3: Interactive network visualisation of 
deportation explained with legends. 

 
How to use the networks. The network analysis 

designed for this research are developed in the form 
of dendrograms and allow a further visualisation of the 
deportees' journeys and the relationships established 
between them and the places that characterised their 
deportation. Both network graphs are fully interactive, 
which means that by clicking on any element of the 
graph this element lights up, highlighting all the other 
points connected to it. Figure 3 schematises how to 
act with both dendrograms: 

(1) Development area of the graph, nodes 
and edges are displayed in this area. The aligned dots 
at the top of the graph represent each deportee, the 
squares the first places of imprisonment (e.g. police 
stations or penitentiaries - in the network of those born 
in Milan), the diamonds the places of arrest (in the 
network of those arrested in Milan), the triangles the 
internment camps  (Polizei- und Durchgangslage e.g. 
Fossoli or Bolzano) and finally the blue dots at the 
bottom of the network are the extermination and/or 
Concentration camps (Auschwitz, Bergen Belsen, 
Buchenwald, Ravensbrük). By clicking on each 
point/person, lines light up representing the path of 
persecution and deportation suffered by that person. 
Clicking on a point that defines a place will 'light up' 
all those representing the people who were arrested 
in that place. By hovering the mouse over each point, 
it is possible to view the information associated with 
that place or person via a pop-up.  

(2) Drop-down menus, a tool enabling the 
focused display of places, people (id menu), or 
convoys (group menu). Selecting an item from these 
menus will illuminate it and all others connected to it. 
For example, in the case of arrestees in Milan, clicking 
on an arrest location will highlight all those arrested 
there. If, on the other hand, the user clicks on a 
specific convoy, he or she will immediately be able to 
see all the people who were transported there.  

(3) Arrow buttons: with this tool you can 
navigate the network left and right, just like with a 
mouse.  

(4) Graph zoom options. 
 

4. Conclusions  
 

This dataviz project is a valuable example of the 
potential unlocked by making research data available 
for public reuse. In this case, data about the victims of 
the Holocaust in Italy have been used to trace the 
movements of each individual and to test geo-
mapping and networks tools. These case studies 
highlight how far we still are from obtaining a complete 
view of the events leading up to deportation. The lack 
of data primarily concerns the events that occurred 
before their arrest. This renders our map slightly 
incomplete when attempting to trace the entire 
pathway of each individual from his/her birthplace to 
the deportation site. For instance, information 
concerning the arrests of Jews in Milan during this 
period underscore the imperative for sustained 
research efforts aimed at augmenting the available 
data. As depicted in the ensuing graph, the identity of 
the perpetrator remains undisclosed for the majority 
of arrests conducted in Milan throughout this 
timeframe.  

 

 
 

Figure 4: Authors of Jewish Arrests in Milan Between 
1943 and 1944 

 

Nevertheless, this project offered the opportunity 
to utilize sets of information such as addresses of 
residence or exact places of arrest, which allow us to 
at least begin the schematization of both the 
modalities of the arrests (house-to-house, for 
example, or by surveillance operations) and the urban 
areas where people were arrested. 

The collection of data and the digital tools we have 
created during the research help us, again, to take 
stock of the state of the art of what we know, and 
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impose new challenges on us, such as trying to fill the 
information gap of the 61 (DS1) + 169 (DS2) cases of 
arrests of unknown perpetrators. 
 

Despite this partial incompleteness of the data, our 
geographical and network model succeeds in giving 
new insight into the dynamics of deportation 
experienced by the people included in our two case 
studies. The visualisations our team has developed 
make possible a comprehensive overview of the 
origins, forced movements, and final destinations for 
each of the individuals arrested (whether in Milan or 
elsewhere in Italy), deported, and subsequently 
annihilated in concentration and extermination 
camps. The maps, along with the associated graphs, 
allow for a deeper understanding of the places where 
Jews were rounded up and  of the way the Nazis 
organised their transports to concentration and 
extermination camps. The combination of space and 
time in relation to individuals - never before tested in 
such a manner - makes this project relevant for both 
educational and research purposes. Such overviews 
and details at the same time would not have been 
possible, neither querying data from the endpoint 
neither browsing through over a thousand pages of 
the Il Libro della memoria. 
 

It is worth noting that the data about the Victims of 
the Holocaust (in Italy as well as elsewhere) are still 
subject to continuous revisions, with integration or 
correction of previously provided information. 
Consequently, data on Jews deported from Italy, 
available on the CDEC SPARQL endpoint, may vary 
over time due to possible further revisions. To mitigate 
discrepancies between the data presented in our 
maps and graphs and the information obtained by 
querying the SPARQL endpoint, one of our future 
objectives is to establish a direct linkage between the 
tools and the data on the endpoint. The other 
objective is certainly applying our model to the entire 
dataset of the Victims of the Holocaust in Italy. 

In conclusion, deportation was a tragic page in the 
history of the twentieth century that took on the scope 
of a collective memory (Erll et al., 2008: 109-118) and 
at the same time represented the individual drama of 
thousands of people. This project aims precisely to 
unite collective and individual memory of the 
Holocaust through the use of the digital; considering 
how these tools, and data visualisation in particular, 
can play an important role in recalling the collective 
memory (Koçak, 2017). In our maps and networks, 
the user can witness the global phenomenon 
represented by the deportation but, at the same time, 
can go and find each deportee one by one and follow 
what was the terrible ordeal they went through 

individually. The maps and the networks of this project 
were designed precisely to capture this dichotomy 
between the history of the individual and that of the 
many. We wanted to give scholars and the general 
public the possibility both to read/browse the general 
phenomenon of deportation in a distant reading 
approach and to be able, by zooming in or by a simple 
name search in the sidebar, to follow each individual 
deportee in a close reading approach.  

The dynamism of our models and its capability to 
combine distant and close reading approaches 
demonstrate how the digital can create a bridge 
between the historical representation of collective and 
individual memories.  
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Abstract
This work presents the task of Zero-shot Trajectory Mapping, which focuses on the spatial dimension of narratives.
The task consists of two parts: (1) creating a “map” with all the locations mentioned in a set of texts, and (2) extracting
a trajectory from a single testimony and positioning it within the map. Following recent advances in context length ca-
pabilities of large language models, we propose a pipeline for this task in a completely unsupervised manner, without
the requirement of any type of labels. We demonstrate the pipeline on a set of ≈ 75 testimonies and present the result-
ing map and samples of the trajectory. We conclude that current long-range models succeed in generating meaningful
maps and trajectories. Other than the visualization and indexing, we propose future directions for adaptation of the
task as a step for dividing testimony sets into clusters and for alignment between parallel parts of different testimonies.

Keywords: Mapping, Trajectory, Testimonies, Holocaust

1. Introduction

The location trajectory, i.e., the sequence of loca-
tions in which the story takes place, is an essential
aspect of a story. The significance of location in
a story is crucial, as placing a story in a specific
setting is often seen as a defining characteristic
that sets narrative texts apart from other types of
writing (Piper and Bagga, 2022).

However, despite the abundance of Natural Lan-
guage Processing (NLP) research on describing
locations in texts, few efforts have been made to
extract the progression or sequence of locations
from a narrative story (Wagner et al., 2023). As
a structured prediction task with a large class set,
the ability to obtain data that is sufficient for gener-
alization is very limited.

In this work, we present the task of zero-shot
trajectory mapping and design a pipeline for it with
long-context large language models. Zero-shot tra-
jectory mapping involves both the extraction of the
locations for each document (as a “trajectory”) and
the identification of the relationship between the
locations (creating a “map”). We have no prior list
of locations and the map is constructed based on
the given texts only. Thus, the task is unsupervised
in two ways – the set of locations must be inferred
from a set of unannotated texts, and the trajectory
of each text must be extracted without supervision.

Our research primarily centers on transcribed
Holocaust survivor testimonies, which are provided
in English. The significance of this dataset in
the examination and remembrance of the Holo-
caust cannot be emphasized enough. As the last
surviving witnesses inevitably pass away, there
is an urgent necessity to find new approaches
to engage with the extensive collection of Holo-
caust testimonies housed in records. Utilizing NLP

technology for the analysis of these testimonies
has recently been strongly recommended (Artstein
et al., 2016; Wagner et al., 2022). By leveraging
NLP, researchers can extract valuable insights from
the vast array of testimonies (comprising tens of
thousands) instead of limiting themselves to small-
scale, predominantly manual studies. Additionally,
we assert that Holocaust testimonies hold distinct
value for NLP due to the combination of a mul-
titude of accounts within a relatively confined do-
main of topics and locations. This quality sets them
apart from typical narrative datasets (Sultana et al.,
2022).

We describe and run a full pipeline for zero-shot
trajectory mapping, using GPT4. 1 We show the
resulting map on ≈ 75 testimonies and provide
examples of the trajectories on this map. Based on
the resulting maps, we describe future directions
for alignment between testimonies.

Trajectory extraction is valuable for visualization
and trajectory clustering (Bian et al., 2018). Char-
acterizing a story by a sequence of locations is
also beneficial as a backbone for alignment be-
tween different stories–an important task in its own
right (see, e.g., Ernst et al., 2022). In general,
successful location extraction indicates aspects
of long-range narrative understanding, which is a
highly active field in NLP (Yao et al., 2022; Bertsch
et al., 2024).

2. Previous Work

Narrative Analysis. Narrative schema analysis
aims to capture the core of event sequences, pro-
viding a condensed sequential timeline of a lengthy
story. This overview helps in aligning relevant parts

1https://openai.com/research/gpt-4
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and identifying common topic paths, as demon-
strated by Antoniak et al. (2019) in their study on
birth stories using segment-wise topic modeling.

To extract an interpretable sequential progres-
sion it was assumed necessary to divide the long
story into shorter segments (Wagner et al., 2023).
However, recent advances in NLP introduced signif-
icant increases in context lengths of models (Wang
et al., 2024), allowing the extraction of sequences
as an end-to-end task.

Recent studies have highlighted the importance
of event locations in narrative analysis. Piper et al.
(2021) provided a definition of narratives that in-
cluded a focus on event locations. Soni et al. (2023)
introduced a task involving grounding characters
in specific locations. Kumar and Singh (2019) ex-
tracted event locations from individual events, such
as those found in tweets. Wagner et al. (2023) ex-
panded on this concept by examining trajectories
of locations throughout entire narratives, utilizing a
predetermined set of coarse-grained categories.

Trajectory Modeling in Transportation. Some
works seek to extract document-level trajectories
in transportation. Mathew et al. (2012) applied
Hidden Markov Models (HMM) to human location
trajectories. Sassi et al. (2019) utilized convolu-
tional neural networks on location embeddings as
an alternative to HMMs. Lui et al. (2021) employed
LSTM-based models for predicting pedestrian tra-
jectories. These works focus on locations given as
coordinates and not as natural-text descriptions,
which allow for a more thematic level of represen-
tation and comparison (Wagner et al., 2023).

Narrative Cartography Many works investigated
the mapping of narratives. Reuschel and Hurni
(2011) presented methods for the visualization of
location maps. Their methods show differences
between the maps in fiction and non-fiction. Mai
et al. (2022) develop toolboxes for enrichment of
geographic data, based on knowledge graphs.

These works are primarily based on a location
ontology, thus limiting the scope to domains with
sufficient prior knowledge. In our work, we propose
a completely unsupervised method, allowing its
application without any prior knowledge.

3. Task Definition

Our setting is the following: given a set of texts
x1,x2, ...xk, each divided into initial segments, xi =
xi

1,x
i
2, ...,x

i
n, we wish to predict: (1) one directed

graph G = (V,E), where the vertices V are all the
locations (name+type) in the set of texts and the
edges E are the relationships between them (e.g.,
New York is in the United States); (2) for each xi,
a path on the graph G, describing the trajectory in

this text. The path should have additional vertex
labels for the indices within the text of this location
(e.g., segments 17-21) and edge labels for the
method of transportation, if applicable (e.g., “by
foot”, “by plane” etc.). Roughly, we can say that the
first part of the task corresponds to the creation of
a “map” and the second part corresponds to the
action of “mapping” within it.

It is instructive to compare this task to traditional
Named Entity Recognition (NER) for location cat-
egories. NER is a prediction task at the phrase
level that ignores the relationship between different
locations or even between mentions of the same lo-
cations. Therefore, the first part of out task can be
seen as a combination of NER and Entity Relation
Extraction (focusing on the containment relation).
The second part of our task is completely different
as it requires a structured sequence as an out-
put. Prediction is at the document level, with possi-
ble dependencies throughout the entire document.
This property requires strong long-context capabili-
ties which were not necessary for traditional NER.

3.1. Data

Our main data consists of 1000 Holocaust survivor
testimonies, received from the Shoah Foundation
(SF).2 All interviews were conducted orally by an
interviewer, recorded on video, and transcribed
as time-stamped text. The lengths of the testi-
monies range from 2609 to 88105 words, with a
mean length of 23536 words.

We note that the SF testimonies are divided into
segments and contain highly detailed labels. Due
to the extremely large set of labels we opted to use
the text only and attempt zero-shot inference only.
We arbitrarily chose a set of 74 testimonies and
run them through our pipeline.

4. Zero-shot Trajectory Extraction

Recent advances in LLMs lead to a substantial
increase in the context window that can be inputted
into the models 3. This makes it possible to input a
whole testimony and perform location tracking as
an end-to-end task.

For this we used GPT4-turbo-preview, which has
a context length of 128K tokens 4. The price for the
experiment was ≈ 60 $.

We remark that the end-to-end task differs from
supervised location tracking (Wagner et al., 2023)
in multiple aspects: (1) Zero-shot extraction is not
limited by granularity – it extracts countries, cities,

2https://sfi.usc.edu/
3https://www.anthropic.com/news/

claude-2-1
4https://platform.openai.com/docs/

models/gpt-4-and-gpt-4-turbo
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and also different types of locations (like "the for-
est") (2) Zero-shot extraction considers only loca-
tions that are mentioned in the text. This is also a
limitation since different texts might be more spe-
cific with the names that are mentioned, leading to
a longer trajectory.

4.1. Pipeline

Our pipeline is constructed of 4 steps: per-
testimony location-graph extraction, per-testimony
path extraction, combining all graphs, and visualiz-
ing each path in the combined graph.

Here we describe the details for each step.

Per-testimony location-graph extraction. For
each testimony, we first extract a graph of the men-
tioned locations and their relationships.

We used gpt-4-turbo-preview with highly detailed
instructions. The prompt was the following:

I’ll give you a Holocaust testimony.
I want you to give me a JSON represent-
ing the graph of the mentioned locations
(proper and common) and any known
relations between them. Locations
can be GPEs (like country or city) or
significant facilities (like army camps,
ghettos, concentration camps and death
camps).
Some important points:
1. Make sure the nodes contain locations
only and not anything else (no nodes for
events or people).
2. Give the nodes a type based on
the type of location. The types should
include: City, Country, Village, Ghetto,
Army Camp, Concentration Camp, and
Death Camp.
3. Keep the graph as full as possible, so,
for example, if a place in a city in country
is mentioned, there should be nodes
for the place, the city, and the country.
Separate a district from a city description
into two nodes.
4. The graph should include relations
between locations (i.e., A is in B). Make
sure that the direction of an edge is that
of inclusion if relevant (that is, if A is in B
then the edge should be from A to B).
5. Make sure to avoid double entries.
6. Give me the graph as JSON dictionary,
with a the "nodes" field indicating a list
of nodes and "edges" indicating a list of
edges. These nodes and edges should
be in a format that can be create a python
networkx graph. Make sure the nodes
are given as a list of tuples, in which the
first value is the name and the second is

a dictionary with the type (as described
above) The edges should be in a list of
tuples, each containing two names (see
example).

Here is an example (from a different
testimony):
“‘json

"nodes": <Here we provide an ex-
ample list of locations>,
"edges": <Here we provide an example
relations between the locations>

“‘

This should all be based on the text.

Testimony: <Here we add the testimony
divided into numbered segments>

Per-testimony trajectory extraction. Following
the answer about the locations, another request is
made with the following prompt:

Now, can you give a graph with the
trajectory of the witness’ movements?
That is, give a list of location where he
is. All location nodes should be nodes
from the networkx graph you gave before.
The nodes should have a field noting the
sentence number in the text in which the
witness was in that location.
The edges should be between each
adjacent node by order of the testimony.
For each edge, add the method of
transportation can be inferred from the
text. Methods include: By foot, By car, By
train, By plane. If the method is unknown
give Unknown.
Give me a graph in JSON format (like in
the example).

For example:
“‘json
"nodes": <Here we provide an example
list of locations with their place in the tes-
timony>,
"edges": <Here we provide an example
relations between adjacent locations, with
the method of transportation>
“‘

Combining the graphs into a map. To combine
the obtained graphs into one global map, we first
need to make sure that each location has only
one label. Once we have one name per node, we
can use the name as the identifier and create a
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Figure 1: An example location map with a path extracted from a single testimony. Green nodes represent
countries and blue nodes represent smaller locations. The path is in red.

graph with the new set of names and with all edges
(removing doubles).

To create a list of double names, we again used
GPT4.

We used the following prompt:

I’ll give you (in JSON format) a list of
place names. I want you to see if there
are any places that appear twice but with
different names.
Give me a JSON with a list of lists,
where the inner list is the multiple names
that describe the same place (and
both appear in the input). No need to

return unique names (i.e., lists with one
element).
Convert names only if you are positive
that they are the same, e.g., different
spellings or a longer description of the
same place (like US, USA, America etc.).
Make sure to maintain the exact spelling
that appeared, including special charac-
ters. Make sure to give only the JSON
format with no additional text.

For example, if the input is:
“‘json
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<Here come some examples of lists of
names describing the same place> “‘

Here is the input:
<Here comes a sorted list of the loca-
tions>

We manually proofed the resulting list leading to
minor changes.

After aligning the node names, all nodes and
edges were used to create a large map. We note
that we applied some simple heuristic rules to spar-
sify the edges – we discarded edges between
nodes from the same type (e.g., no edge from
country to country) and edges that went against
the type hierarchy (i.e., we discarded edges from
country to city or from continent to country).

Plotting the maps and paths With the graphs
and paths that we obtained, we used the Net-
workx5 package for visualization.

4.2. Results

Here we present the statistics of the outputs and
some examples of the resulting maps and paths.

We ran the pipeline on 74 testimonies from the
Shoah Foundation. The average number of lo-
cations extracted from each testimony was ≈ 23
nodes and the average number of relationship
edges was ≈ 17. The resulting graph had 883
nodes and 838 edges. The average length of the
trajectories was 11.

In Figure 1 we display a view of the full map
and a trajectory on it. Countries were enlarged for
readability. In Figures 2 and 3 we show snippets
around specific countries.

5. Future Work

The outputs from our pipeline can be useful on their
own, such as for visualization or indexing. More-
over, the obtained map has theoretical qualities
that can be further developed for additional uses.

For a pair of locations, we can define meaningful
similarity measures that are based on the graph.
For example, we use the distance from a common
ancestor (so that two towns in Poland will be closer
to each other than to a city in USA). In addition,
since we extracted the types of locations, we might
want to put special emphasis on Holocaust-specific
locations (like ghettos and camps).

Provided with a point-wise distance measure
(i.e., the distance between two locations) we can
derive a trajectory-wise distance. For example, we
can use Dynamic Time Warping (Vintsyuk, 1968)
built upon the point-wise distance. This type of

5https://networkx.org/

Figure 2: Snippet from the map that included Israel
and locations within it. The path is from a trajectory
going through Israel.

Figure 3: Snippet from the map that included
France and locations within it. The path is from
a trajectory concluding in France.

measure has the benefit of generating an optimal
alignment between the trajectories, which in itself
can be highly beneficial for Holocaust studies.

Providing a distance measure also allows us to
perform unsupervised clustering based on the tra-
jectories. The ability to cluster and align between
testimonies has important implications for Holo-
caust research.

6. Conclusion

We presented and defined the task of zero-shot
trajectory extraction. We built and demonstrated a
pipeline for the task, based on GPT4. Our demon-
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stration shows that the new models are capable
of extracting meaningful trajectories from full tes-
timonies without the necessity to break them into
segments. These results suggest new ideas both
for computational narrative analysis and specifi-
cally for Holocaust research.

Ethical Considerations

We followed the guidelines given by the archive.
Although so the testimonies were not given anony-
mously, no identifying details will be included in
our analysis. Our codebase and scripts will be re-
leased, but they will not contain any data from the
archives. The data and trained models used in our
work will not be shared with third parties without
the archives’ consent. To browse and research the
testimonies, permission can be requested from the
SF archive.
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