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Introduction

A word’s meaning resides in the heart and soul of its “generator” - people. How do we include human
(personal, social, cultural, situational) context, ethically, into LLMs – the base models of our NLP syste-
ms?

Language modeling in the context of its source [author] and target [audience] can enable NLP systems to
better understand human language. Advances in human-centered NLP have established the importance
of modeling the human context holistically, including personal, social, cultural, and situational factors in
NLP systems. Yet, our NLP systems have become heavily reliant on large language models that do not
capture the human context.

Human language is highly dependent on the rich and complex human context such as (a) who is spea-
king, (b) to whom, (c) where (situation/environment) and (d) when (time and place). It is additionally
moderated by the changing human states of being such as their mental and emotional states.

Current large language models can possibly simulate some form of human context given their large scale
of parameters and pre-training data. However, they do not explicitly process language in the higher order
structure of language – connecting documents to people, the “source” of the language.

Prior work has demonstrated the benefits of including the author’s information using LLMs for down-
stream NLP tasks. Recent research has also shown that LLMs can benefit from including additional
author context in the LM pre-training task itself. Progress in the direction of merging the two successful
parallels, i.e., human-centered NLP and LLMs, drives us toward creating a vision of human-centered
LLMs for the future of NLP in the era of LLMs.

Human-centered large language modeling has the potential to bring promising improvements in human-
centric applications through multiple domains such as healthcare, education, consumerism, etc. Simul-
taneously, this new research focus also brings multitudes of unexplored architectural, data, technical,
fairness, and ethical challenges. With our first edition of the Human-Centered Large Language Mode-
ling (HuCLLM) workshop, we aim to create a platform where researchers can present rising challenges
and solutions in building human-centered NLP models that bring together the ideas of human and social
factors adaptation into the base LLMs of our NLP systems.

We received 35 submissions, of which 18 were accepted for presentation at the workshop. These papers
will be presented at oral and poster sessions on the day of the workshop. The workshop day will also
include keynote talks and a panel session on human-centered large language modeling. We thank all
our participants and reviewers for their work. We hope you enjoy the first edition of HuCLLM and the
research published in these proceedings.
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