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Abstract
Growing awareness of a ‘Reproducibility Crisis’ in natural language processing (NLP) has focused on human
evaluations of generative systems. While labelling for supervised classification tasks makes up a large part of human
input to systems, the reproduction of such efforts has thus far not been been explored. In this paper, we re-implement
a human data collection study for sentiment analysis of code-mixed Malayalam movie reviews, as well as automated
classification experiments. We find that missing and under-specified information makes reproduction challenging,
and we observe potentially consequential differences between the original labels and those we collect. Classification
results indicate that the reliability of the labels is important for stable performance.
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1. Introduction

There has recently been growing awareness of a
‘Reproducibility Crisis’ in natural language process-
ing (NLP) (Belz et al., 2021). This has focused
on the apparent impossibility of reproducing hu-
man evaluation studies of the outputs of natural
language generation (NLG) systems (Belz et al.,
2023; Thomson et al., 2024). However, while text la-
belling makes up the largest part of human input to
NLP projects, there have been almost no reported
attempts (to our knowledge) to reproduce human la-
bel collection for NLP tasks outwith NLG evaluation.

In this study, part of ReproNLP1 Track A (Belz
and Thomson, 2024), we focus on one of the most
active areas of NLP over the last two decades, sen-
timent analysis (Mäntylä et al., 2018): an NLP task
that aims to categorise the sentiment expressed in
textual data (Liu, 2012).

In addition, we delve into the complexities intro-
duced to sentiment analysis by using code-mixed
language data. We re-examine the Malayalam-
English corpus of Chakravarthi et al. (2020),
classified with one of five distinct labels (Posi-
tive, Negative, Neutral, Mixed feelings, and Non-
Malayalam). We assess the challenges faced while
re-annotating the original corpus, and while re-
producing the processes followed by the original
study including the annotation process and the re-
implementation of automated classifiers, verifying
whether we are able to achieve similar results to
those of the original study.

An example item from the corpus is shown here:

Ufff vere level ikkaaa ingha pwoli aahn
Another level, ikka you are awesome
Assigned Label: Positive

1https://repronlp.github.io

2. Background & Related Work

2.1. Reproducbility in NLP
In response to the widespread reproduciblity issues
uncovered in other scientific fields (Baker, 2016),
there have been increasing efforts to establish stan-
dards for reproducibility in NLP, such as workshops
that aim to tackle these problems (e.g. and Ma-
chine Learning Reproducbility Challenge (MLRC),
HumEval)(Belz et al., 2021). Other initiatives, such
as reproducibility checklists2 have been adopted
at major conferences such as EMNLP and AAAI to
foster the integrity and validity of experiments.

The conversation around reproducibility is
nuanced. In their review, Belz et al. (2021) note
that the definitions provided by six different sources
had varied interpretations of reproducibility and
replicability, lacking standardised definitions. This
diversity further complicates the efforts to establish
consistent reproduciblity practices in the field of
NLP. Moreover, the discussions of Rougier et al.
(2017) and Wieling et al. (2018) highlight the need
for a common understanding that also involves
transparency and openness to guide reproducibility
efforts.

Gundersen and Kjensmo (2018) evaluated 400
research papers from major conferences IJCAI
and AAAI revealing a lack of comprehensive
documentation. Only an average of 20% to 30%
of necessary variables were documented, which
indicated a significant gap. Although there was
a slight improvement in documentation over time,
the reproducibility scores generally decreased as
documentation requirements grew. This analysis
confirms that lack of documentation is a significant

2https://www.cs.mcgill.ca/~jpineau/
ReproducibilityChecklist.pdf

https://repronlp.github.io
https://www.cs.mcgill.ca/~jpineau/ReproducibilityChecklist.pdf
https://www.cs.mcgill.ca/~jpineau/ReproducibilityChecklist.pdf
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challenge faced in AI research reproducibility.
As this field progresses, it is clear that we must

focus on addressing the challenges by the use of
continued dialogue and action to develop standards
for reproducibility. In this paper, we begin to shift
the focus of NLP reproducibility research from NLG
evaluations to data labelling for a supervised NLP
classification task.

2.2. Understanding Sentiment in
Code-Mixed Data

A major challenge for sentiment analysis is the am-
biguities that hinder accurate classification. The
classes and definitions can vary widely, which com-
plicates the standardisation of this task across stud-
ies. Context and language can significantly affect
the sentiment perceived. For example, Moore and
Rayson (2018) show that identifying idioms, detect-
ing sarcasm, and understanding the role of modi-
fiers can influence the sentiment and the accuracy
and replicability of the task. Typically, classifiers
are designed only to process text that are written
in high resource languages such as English. How-
ever, many other languages are used for digital
communication (which is often the focus of a senti-
ment analysis task) and code-mixing is widely used
in multilingual societies.

Malayalam (ml) is a Dravidian language3 dis-
tinguished by its complex and rich phonetic and
grammatical structures. Some research has been
conducted on sentiment analysis for Malayalam text
(Nair et al., 2014), for example focusing on tweets
(Soumya and Pramod, 2020). Less research has
been conducted on Malayalam-English code-mixed
data, and a plausible reason for this is the lack
of data availability. However, Chakravarthi et al.
(2020) presented a corpus for sentiment analysis
of code-mixed text for Malayalam-English, which
we re-examine here.

The influence of code-mixing on annotator agree-
ment and reproducibility has also received very little
attention. One broadly related work is that of Aber-
crombie et al. (2023), who examined the impact
of two factors, time and second language, on the
inter- and intra-annotator agreement in German
and English texts for a hate speech labelling task.
Importantly, they found that label collection is not as
repeatable as assumed even with the same anno-
tators (in either language), which raises interesting
questions on the reproducibility of multi-lingual data
in general. In this study, we focus on what we be-
lieve is an understudied aspect of reproducibility
in NLP, i.e. reproducibility of a sentiment analysis
task using code-mixed data.

3For an overview of the complex linguistic landscape
of South Asia, including Dravidian languages, see Hock
and Bashir (2016).

3. Chakravarthi et al. (2020): A
Sentiment Analysis Dataset for
Code-Mixed Malayalam-English

The original study by Chakravarthi et al. (2020)
is comprised of data collection and labelling, as
well as automated classification experiments. We
provide a brief overview here.

3.1. Original Data Collection
In the original study, Chakravarthi et al. (2020) ex-
tracted 116,711 sentences from comments posted
on YouTube about trailers for Malayalam movies
from the year 2019, using the search term ‘Malay-
alam movie 2019’, excluding instances that were in
Malayalam script. The data gathered was then fil-
tered to exclude any data that was non-code-mixed,
i.e purely in English. The code-mixed content was
then preprocessed, specifying that emojis were re-
moved from sentences and sentences exceeding
more than 15 words or fewer than 5 words were
discarded. The resulting corpus contains 6,738
instances.

3.2. Original Annotation Process
The initial data labelling process was carried out by
volunteer annotators. The label schema consisted
of the following labels: positive, negative, mixed
feelings, neutral and non-Malayalam. We follow
the annotation process detailed in the original study
which consists of three steps:

• First Step: Each item was labelled by two
annotators independently. Items with the same
two labels were considered finalised.

• Second Step: Items with label disagreements
were annotated by a third annotator. Where
agreement could be found among the three
annotators, the labels were decided by majority
vote (i.e. two out of three labels).

• Third Step: If there was no majority, these
items were subsequently reviewed by two
other annotators. Labels were again decided
by majority vote.

As well as the three steps mentioned above, the
original study omits to mention what was done with
sentences still having label disagreements follow-
ing the third step. These samples could have all
five labels differing, or an absence of a majority
label (i.e., two votes to two labels respectively and
one vote to another). On enquiry, the authors re-
sponded that they discarded items on which there
was no agreement after all three stages, and these
are not included in the data that is made available
in the original study.
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3.3. Original Classification Experiments

Chakravarthi et al. (2020) used a range of ML classi-
fiers such as logistic regression (LR), support vector
machines (SVM), Random Forests (RF), K-nearest
neighbours (KNN), and multinominal naive Bayes
(MNB) along with Term-Frequency Inverse Docu-
ment Frequency (TF-IDF) for feature selection. Ad-
ditionally, they also implemented four deep learn-
ing classifiers: 1D Dimensional Convolution (Zhou
et al., 2016), Dynamic Meta-Embeddigs (DME),
Contextualised DME (CDME) (Kiela et al., 2018) and
BERT (Devlin et al., 2019). We select the two classi-
fiers that attained highest performance (as detailed
in Table 7), LR and BERT, for our classification re-
production study (see section 5).

4. Reproduction Study

4.1. Data

To maximise our resources, we selected only the
test set split of the corpus for re-annotation.

4.2. Annotation Reproduction

We endeavoured to follow the original data annota-
tion process as far as possible. However, to avoid
discarding further items that were included in the
original dataset, we incorporated a slight modifica-
tion. For sentences that did not reach consensus
among the initial five annotators (i.e., until the third
step as described in subsection 3.2), rather than
exclude such data, we added two further steps:

• Fourth Step: In scenarios where there was
no clear majority, a sixth annotator was intro-
duced to label the remaining items with label
disagreements.

The reproduction study in theory should not elicit
high disagreement amongst the annotators, as
samples that did not have a majority label have
already been discarded from the available data of
the original study. Surprisingly, our re-annotation
still yielded 61 items with label disagreements unre-
solved after step three, and 21 after step four. We
therefore added a fifth step:

• Fifth Step: In case of unresolved disagree-
ment among six annotators, such as an even
split across three labels, ties between two la-
bels, or a distributed disagreement (e.g., 2
Positive, 2 Negative, 1 Neutral, 1 Mixed feel-
ings), the remaining 21 label disagreements
were resolved by the first author of this work.

This process is detailed in Table 1.

Step No. of Labels Dis-
Annotators collected agreements

1 2 2 592
2 1 3 175
3 2 5 61
4 1 6 21
5 1 7 0

Table 1: Numbers of annotators, labels collected
per item, and disagrements for each step.

4.3. Annotation Platform
We collected labels using the application MS Ex-
cel. The data was split into batches and was pop-
ulated for annotation, which was undertaken on the
annotators’ personal computers.

4.4. Annotation Instructions
Chakravarthi et al. (2020) provide label definitions
which they loosely adapt from Mohammad (2016),
but little detail of the actual instructions given to the
annotators. We contacted the first author for fur-
ther clarification, but these were unavailable. We
used the original study’s label categories and defini-
tions, and added an additional objective to instruct
annotators on the task:

• Objectives: Categorise each sentence into
one of the following segments.

– Positive: There is an explicit or im-
plicit clue in the text suggesting that the
speaker is in a positive state, i.e., happy,
admiring, relaxed, and forgiving.

– Negative: There is an explicit or im-
plicit clue in the text suggesting that the
speaker is in a negative state, i.e., sad,
angry, anxious, and violent.

– Neutral: There is no explicit or implicit
indicator of the speaker’s emotional state:
Examples are asking for like or subscrip-
tion or questions about the release date
or movie dialogue. This state can be con-
sidered as a neutral state.

– Mixed feelings: There is an explicit or
implicit clue in the text suggesting that the
speaker is experiencing both positive and
negative feeling: Comparing two movies

– Non-Malayalam: For Malayalam if the
sentence does not contain Malayalam
then it is not Malayalam.

There were a total of 14 batches, where the first
13 batches had 100 items respectively and the last
batch had 48 items to make a combined total of
1348 items.
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Metric Original Updated
Language Pair Malayalam-English Malayalam-English
Number of Tokens 70,075 61,022
Vocabulary Size 19,992 19,389
Number of Samples 6,739 6,739
Number of Sentences 7,743 7,787
Average Sentence Length 10 8.26
Average Sentences Per Sample 1 1.15

Table 2: Comparison of corpus statistics reported by Chakravarthi et al. (2020) and our analysis.

Corpus Before After
Test Size 1,348 1,181
Train Size 4,851 4,283
Validation Size 540 463
Total Size 6,739 5,927

Table 3: Comparison of corpus partition sizes be-
fore and after preprocessing.

4.5. Preprocessing
While the preprocessing steps were outlined in the
original study, it doesn’t specify the packages used.
Preprocessing is typically done before classifier
training to prepare the data. However, according
to the original study, the preprocessing phase was
conducted before the data was made available to
the annotators, as they illustrate in Figure 1, this
was done to make annotation easier for the an-
notators. This motivation is unclear, as intuitively
including emojis may provide more context, par-
ticularly for those examples where the sentiment
is ambiguous. Data statistics are reported based
on this preprocessed corpus. To confirm whether
the provided data had already undergone the steps
mentioned as per the original study we conducted
the following preprocessing steps:

• Removing emojis: We removed emojis using
the emoji package.

• Sentence length adjustment: We removed
items with more than 15 words or less than 5
words with the NLTK tokeniser.

We maintain the test, train, and validation splits
from the original study online.4 However, after per-
forming the preprocessing detailed above, the total
number of samples have been reduced from 6,738
to 5,927. There were 309, 510, and 301 sentences
that contained emojis, sentences exceeding 15
words and sentences fewer than 5 words, respec-
tively. The data statistics are detailed in Table 3.

Figure 1 is taken from the original study, and
shows that the preprocessing steps were con-
ducted prior to the start of the annotation process.

4https://dravidian-codemix.github.io/
2020/datasets.html

This means that the provided labelled data was
expected to have undergone the process of remov-
ing emojis and sentences exceeding the sentence
length criteria. The descrepancies observed in this
post-preprocessed data indicate that there are de-
viations between the actual preprocessing and pre-
processing steps reported in the original study, and
this in turn raises consistency issues for the data
we use in the reproduction study. Hence, we de-
cided not to perform any preprocessing steps to
preserve the same corpus size before commencing
the comparative corpus analysis and feeding the
data to the classifiers.

4.6. Comparative Corpus Analysis
Comparison of the original and updated corpus
statistics are detailed in Table 2.

Analysis led to some observations that are
slightly different from the original findings, possibly
due to variations in tools used for preprocessing
and analysis. These are outlined as follows:

• Preprocessing: Revisiting the earlier obser-
vations, the presence of emojis and sentences
exceeding specified length criteria (before mak-
ing the data available) highlights the prepro-
cessing discrepancies that we found in the
original study.

• Corpus splits: According to the original study,
the corpus includes 6,739 comments or posts.
This corpus was further divided into 20% for
testing (i.e., 1,348), 10% for validation (i.e.,
674) and remaining 70% for training. How-
ever, upon reviewing the data provided by the
original study,5 6 we did not find this reported
distribution. The data provided online has the
following characteristics: while the test set con-
tained the expected 20% of data (i.e., 1,348
items), the validation set had only 8.01% of
data (i.e., 540 items), and the training set com-
prised 71.98% of data (i.e., 4851 items).

5https://dravidian-codemix.github.io/
2020/datasets.html

6https://github.com/bharathichezhiyan/
MalayalamMixSentiment

https://dravidian-codemix.github.io/2020/datasets.html
https://dravidian-codemix.github.io/2020/datasets.html
https://dravidian-codemix.github.io/2020/datasets.html
https://dravidian-codemix.github.io/2020/datasets.html
https://github.com/bharathichezhiyan/MalayalamMixSentiment
https://github.com/bharathichezhiyan/MalayalamMixSentiment
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Figure 1: Data Collection Process Of Original Study (Chakravarthi et al., 2020)

• Label imbalance: A notable observation re-
garding this corpus is its imbalanced nature,
with the distribution of labels heavily skewed.
Specifically, the Positive and Neutral labels are
significantly over represented with 41.71% of
data (i.e., 2,811 items), and 28.24% of data
(i.e., 1,903 items), respectively. The Non-
Malayalam, Negative and Mixed feelings la-
bels have only 13.12% of data (i.e., 884 items),
10.95% of data (i.e., 738 items), and 5.98%
of data (i.e., 403 items), respectively. This
imbalance could have implications for the per-
formance of the sentiment analysis classifiers
that are trained on this data, as they may be
biased towards the more heavily represented
labels.

• Tokenisation: We found 61,002 tokens in
contrast to the 70,075 tokens reported in the
original data statistics. This variation may be
due to the differences in tokenisation process
followed or due to the inclusion/exclusion of
specific characters as tokens. We used the
word and sentence tokenisers from NLTK.7

We found 7,787 sentences, while the original
data statistics reported 7,743. We found a
vocabulary size of 19,389 compared to 19,992
reported in the original data statistics. The
average sentence length observed was 8.26.
These variations may be due to the differ-
ences in tokenisation processes or to the inclu-
sion/exclusion of specific characters as tokens.

These observations do not diminish the value
of the original corpus. Rather, they highlight the
complexities and challenges of working with natural
language, especially in a code-mixed environment.

5. Classification Models

To compare the effect of re-annotation on the down-
stream task, we reimplement two of the original
supervised classification experiments.

The classifiers we apply are:

7https://www.nltk.org

• Logistic Regression (LR): The choice to
utilise LR was because of its simplicity and
interpretability, and because it achieved some
of the best results reported by Chakravarthi
et al. (2020).

• Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al.,
2019): In addtition to its good performance in
the original study, we used a multilingual BERT
model due to its ability to handle the multilin-
gual aspects of the corpus. The original study
fails to specify the specific BERT classifier that
was used. Given this lack of detail regarding
the BERT classifier, we opted for bert-base-
multilingual-uncased8.

6. Results

We report results of the annotation reproduction
study in subsection 6.1, and of automated senti-
ment classification in subsection 6.2.

6.1. Human Labelling
We observed notable shifts in the label counts
across all labels, as shown in Table 4. There was an
increase in the label counts of labels, Positive, Neg-
ative and Mixed feelings, and a decrease in those
of the other two, Neutral and Non-Malayalam.

Label Original Re-annotated
Positive 565 626
Negative 138 162

Mixed feelings 70 144
Neutral 398 327

Non-Malayalam 177 89

Table 4: Comparison of original and re-annotated
labels for each class for the test set.

The original corpus is reported to have a Krip-
pendorff’s alpha above 0.8, indicating a high level
of agreement between the annotators across the
whole corpus. However, our re-annoatation of the

8https://huggingface.co/google-bert/
bert-base-multilingual-uncased

https://www.nltk.org
https://huggingface.co/google-bert/bert-base-multilingual-uncased
https://huggingface.co/google-bert/bert-base-multilingual-uncased
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test corpus yielded an alpha of only 0.383. This
lower score signifies that there is notable annotator
disagreement within the test corpus, highlighting
the challenge of achieving label consistency. This
disagreement can be seen in different rounds or
steps of annotation as there were 592, 175, 61 and
21 label disagreements in the annotation process
steps from one till four. Although these scores are
not directly comparable due to the difference in size
of the test corpus and the corpus as a whole, this
outcome sheds light on potential inconsistencies in
annotation reliability.

6.2. Classification Results
Original results We began by examining the per-
formance of the LR and BERT classifiers reported
in the original study. The outcomes of the origi-
nal research are shown in Table 7, BERT achieving
better preformance. The labels with the highest re-
call score for LR and BERT classifiers are, Positive
and Non-Malayalam, respectively, suggesting its
effectiveness in identifying those labels.

Reproduction results For both classifiers, we
evaluated their performance on the original test
corpus and our re-annotated test corpus, the eval-
uated performance of the classifiers are shown in
Table 8.

When applying the re-implemented classifiers
to the original test corpus, we observed similar re-
sults to that of the classifier reported by the original
study, as seen in Table 5. This indicates that the re-
implementation of both classifiers can be deemed
successful, and the classifiers can now be utilised
to conduct a comparative analysis on both corpora.

Original Re-implemented
Classifier LR BERT LR BERT
macro 0.58 0.61 0.54 0.65
weighted 0.66 0.75 0.63 0.71

Table 5: Results obtained by re-implementing the 2
best classifiers using the original corpus, compared
to the results given in Chakravarthi et al. (2020).
Note, detailed results from the original work are
given in Table 7.

The comparative analysis of the re-implemented
classifiers on the original and re-annotated test cor-
pora yielded the results that are detailed in Table 8.
The analysis indicates that there is a decrease in
the performance of both the classifiers, as seen in
Table 6.

However, the BERT classifier suffered a greater
decrease in performance. While LR relies on fea-
ture engineering and does not have any multilingual
understanding capabilities, BERT is dependent on
context and subtleties within the language, and

% Decrease
Average LR BERT
macro 11.11% 20.00%
weighted 4.76% 14.08%

Table 6: Average F1-score decline: Classifier re-
sults on re-annotated vs. original corpus.

might be more sensitive to modifications within the
data like the labels that are assigned. This justifies
the performance drop and implies that the BERT
classifier has capabilities for capturing linguistic in-
tricacies. This variance highlights the influence of
annotation guidelines and newly annotated labels
on the classifier performance.

Furthermore, given the corpora’s imbalance, with
the Positive label having the highest number of in-
stances, it can be observed this label has the high-
est recall rate among all labels for both classifiers
and across both corpora, indicating effectiveness
of the classifiers in identifying the sentences with a
positive sentiment. On the other hand, the Mixed
feelings label exhibits the lowest recall rate across
both corpora, indicating that the classifiers struggle
to identify sentences with mixed sentiment.

6.3. Quantified Reproducibility
Assessment Results

We report the reproducibility results following Belz
et al. (2022). We report Type I results via coef-
ficient of variation (CV*) and Type III results via
Krippendorff’s alpha (α).

6.3.1. Type I Results

The comparison between the original classifier and
the re-implemented classifier performance (on the
original test corpus) was done using CV* (Belz,
2022; Belz et al., 2022). This was calculated us-
ing the F1-Scores of both classifiers as detailed in
Table 9. Overall, the low CV* values for the macro
and weighted averages of the F1-scores indicate
moderate reproducibility of the classifiers.

Moving forward, the CV* of the re-implemented
classifier performance on the original versus the
re-annotated corpus was calculated, detailed in
Table 10. Overall, the LR model demonstrated
a CV* of 11.73 and 4.86, and the BERT model
showed a CV* of 22.16, and 15.11, for the macro
and weighted averages, respectively. In summary,
these values suggest less reproducibility regard-
ing the data labels.

6.3.2. Type III Results

To report Inter-Study Agreement assessment, the
labels of the original test corpus and re-annotated
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LR BERT
Precision Recall F1-Score Support Precision Recall F1-Score Support

Mixed feelings 0.59 0.23 0.33 70 0.00 0.00 0.00 70
Negative 0.70 0.45 0.55 138 0.57 0.55 0.56 138
Neutral 0.65 0.65 0.65 398 0.73 0.79 0.76 398
Non-Malayalam 0.69 0.58 0.63 177 0.87 0.93 0.90 177
Positive 0.68 0.83 0.75 565 0.83 0.87 0.85 565
macro avg 0.66 0.55 0.58 1348 0.60 0.63 0.61 1348
weighted avg 0.67 0.67 0.66 1348 0.73 0.78 0.75 1348

Table 7: Results of the two best performing classifiers copied from Chakravarthi et al. (2020).

LR (Original Corpus) LR (Re-annotated Corpus)
Precision Recall F1-Score Support Precision Recall F1-Score Support

Mixed feelings 0.80 0.17 0.28 70 0.73 0.08 0.14 144
Negative 0.77 0.36 0.49 138 0.80 0.31 0.45 162
Neutral 0.66 0.60 0.63 398 0.58 0.64 0.61 327
Non-Malayalam 0.74 0.51 0.61 177 0.39 0.54 0.45 89
Positive 0.62 0.85 0.72 565 0.68 0.85 0.76 626
macro avg 0.72 0.50 0.54 1348 0.64 0.48 0.48 1348
weighted avg 0.67 0.65 0.63 1348 0.66 0.63 0.60 1348

BERT (Original Corpus) BERT (Re-annotated Corpus)
Mixed feelings 0.42 0.44 0.43 70 0.42 0.22 0.29 144
Negative 0.68 0.51 0.59 138 0.69 0.44 0.54 162
Neutral 0.66 0.71 0.68 398 0.50 0.66 0.57 327
Non-Malayalam 0.81 0.75 0.78 177 0.36 0.65 0.46 89
Positive 0.77 0.79 0.78 565 0.78 0.72 0.75 626
macro avg 0.67 0.64 0.65 1348 0.55 0.54 0.52 1348
weighted avg 0.72 0.72 0.71 1348 0.63 0.61 0.61 1348

Table 8: Classifier performance on the re-annotated corpus compared to the original corpus. Note,
results are reported on the test set given that our reproduction study focuses on the test set labels.

test corpus are compared by calculating Krippen-
dorff’s alpha (α). The results are α = 0.43. This
score indicates only a moderate agreement be-
tween the original and re-annotated labels, and
further suggests that there is some variability in the
label consistency of the data. A detailed discussion
about the label consistency is given subsequently.

7. Discussion

Label Differences The comparison of the label
distribution between the original and re-annotated
corpora highlight the label differences, as seen
in Table 4. The labels Mixed feelings and Non-
Malayalam saw significant variation, with an addi-
tion of 74 items and a reduction of 88 items, re-
spectively. The variation in the Mixed feelings la-
bel implies that the instructions of how to assess
sentiment complexity in the guidelines is unclear.
Similarly, the discrepancy in the Non-Malayalam
label suggests that there is a possible confusion
among the annotators as to what qualifies as code-
mixed and purely content that is not Malayalam.
For example, the following examples are instances
with high disagreement among annotators:

Example 1:
Tamil and Telugu padam pole aayalo...
Don’t kill malayalam movies reality
Its similar to Tamil and Telugu films...
Don’t kill malayalam movies reality
Assigned Label: Mixed feelings

Example 2:
Numma or nummade or nammande
palakkad le Katha aanu
Our own palakkads story
Assigned Label: Neutral

In example 1, there are three different perspec-
tives. Firstly, the sentence could be seen as a
neutral observation where Malayalam films are be-
ing compared to Tamil and Telugu films. Secondly,
the advice ‘Don’t kill malayalam movies reality ’ im-
plies a negative sentiment towards the Tamil and
Telugu industries. Thirdly, the sentence might imply
a positive view towards Tamil and Telugu cinema’s
handling of reality and then warn against the de-
struction of reality in Malayalam films, suggesting
a mixed sentiment.

In example 2, the underlying sentiments are
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LR BERT
Labels Original Re-implemented CV* Original Re-implemented CV*
Positive 0.75 0.72 4.07 0.85 0.78 8.56
Negative 0.55 0.49 11.50 0.56 0.59 5.20
Mixed feelings 0.33 0.28 16.34 0.00 0.43 199.40
Neutral 0.65 0.63 3.12 0.76 0.68 11.08
Non-Malayalam 0.63 0.61 3.22 0.90 0.78 14.25
macro avg 0.58 0.54 7.12 0.61 0.65 6.33
weighted avg 0.66 0.63 4.64 0.75 0.71 5.46

Table 9: Quantitative Reproducibility Analysis utilising CV* between the results reported in the original
paper and our re-implemented classifiers (using the original corpus). CV* is calculated based on the
F1-scores.

LR BERT
Labels Original Re-annotated CV* Original Re-annotated CV*
Positive 0.72 0.76 5.39 0.78 0.75 3.90
Negative 0.49 0.45 8.49 0.59 0.54 8.82
Mixed feelings 0.28 0.14 66.47 0.43 0.29 38.78
Neutral 0.63 0.61 3.22 0.68 0.57 17.55
Non-Malayalam 0.61 0.45 30.10 0.78 0.46 51.46
macro avg 0.54 0.48 11.73 0.65 0.52 22.16
weighted avg 0.63 0.60 4.86 0.71 0.61 15.11

Table 10: Quantitative Reproducibility Analysis utilising CV* of the re-implemented classifiers on the
original versus the re-annotated corpus (i.e. detailed in Table 8). CV* is calculated based on the F1-scores.

Labels Example 1 Example 2
Positive 0 2
Negative 2 0
Neutral 2 3

Mixed feelings 3 0
Non-Malayalam 0 2

Table 11: Comparison of labels assigned to exam-
ple items.

positive, neutral and non-Malayalam. Positive be-
cause the phrase suggests pride to be part of the
Palakkad district. Without context, the sentence
could be seen as simply stating a fact, thus imply-
ing the neutral sentiment. Lastly, the code-mixed
text can be interpreted as both Malayalam or Kan-
nada, as ‘Numma’ or ‘Nummade’ are both words
that are present in both languagues, this confusion
can lead annotators to opt for the non-malayalam
sentiment.

Moreover, the removal of emojis before an-
notation could have a significant effect on the
underlying sentiment. Additionally, the challenges
in code-mixed data such as the ambiguity outlined
in the examples earlier could have been lessened
with the help of more clear and detailed annotation
guidelines.

Issues Affecting Reproducbility In the process
of attempting to reproduce the results of another
study, we faced several significant challenges that

underscore the complexities of research repro-
duciblity. The following list outlines the reproduction
challenges that were encountered:

• Data Preparation Issues: Chakravarthi et al.
(2020) explain that preprocessing efforts were
conducted to alleviate potential challenges for
the annotators. However, the labelled data had
numerous instances that appear not to have
undergone preprocessing. The discrepancy
between the documentation and the provided
data poses a significant challenge to the repro-
ducibility and hinders the integrity of the prepro-
cessed data. Moreover, the study followed a
structured approach to the annotation process
which involved a three-step process. However,
in this methodology, there is a critical ambiguity
in addressing scenarios where the annotators
continued in disagreement beyond the third
step. Unlike the study’s decision to discard
such data, this reproducibility challenge was
addressed by taking the decision to involve
a sixth annotator to resolve those disagree-
ments, and any other pending disagreements
afterwards were resolved by me. Lastly, the
absence of the actual annotation guidelines,
apart from the basic schema, presented a sig-
nificant challenge. Without these guidelines
annotators faced ambiguity and had varied in-
terpretations for the same sentences.

• Classification Issues: Although the total size
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of the provided corpus is accurate, the speci-
fied partition counts mentioned in the original
study for training and validation is incorrect.
This creates confusion and inconsistency in
understanding the corpus partitions, which af-
fects the reliability and reproducibility of the
study and its corpus. Additionally, the original
study asserts the free availability of the code
and corpus for research purposes. However,
this assertion is not met as the GitHub reposi-
tory only contains a readme file with the corpus
links but lacks the actual code. This situation
complicates the replication process, stressing
the importance of resource sharing in the NLP
community. Moreover, acheiving comparable
classifier performance given the lack of access
to the original code, also posed a significant
reproduciblity challenge. Furthermore, there
is an uncertainity in the classifier variant selec-
tion for BERT in the original study. This over-
sight in not specifying the version was resolved
by opting for the BERT-uncased-multilingual
version. However, the differences in classifier
version can hinder the results, thereby, affect-
ing the reproducibility of the original study.

8. Conclusion

Our findings contribute to the ongoing discussion
on the reproducibility and authenticity of research
conducted in the field of NLP. The reproduction
study yielded results that demonstrate a decrease
in the performance accuracy of the re-implemented
classifiers when compared to the results of the orig-
inal study. Subsequently, we were not able to
reproduce the original study’s results. The ob-
stacles we faced were preprocessing inconsis-
tencies, lack of guidelines and code, unclear
annotation processes, and missing information
regarding packages and classifier variants used in
the original study.

To advance the field and mitigate these reproduc-
bility challenges, future work should focus on the
development and adoption of reporting frameworks
that are standardised. Additionally, the sharing of
code, corpora, and detailed methodologies should
be encouraged in the NLP community and stud-
ies assessing reproduciblity should be conducted
systematically to pave the way for reliable and au-
thentic researches.

Limitations and Ethical Considerations

Limitations Although this research provides in-
sights into the reproducibility of NLP label collec-
tion, it has several limitations. The scope of this
study is limited to the test corpus and set of pre-
selected ML classifiers of the original research,

which may not fully capture the underlying repro-
ducbility challenges. Moreover, although the bert-
base-multilingual-uncased classifier is de-
signed to handle multiple languages, the study’s
approach, including the use of LR, neither the origi-
nal nor this study explicitly addresses the intricacies
of code-mixing. Furthermore, even though we were
successful in re-implementing the classifiers in this
study, it still might not mirror exactly those used
in the original study, influencing the performance
comparison and assessment of reproducbility.

Ethical Considerations This study was con-
ducted with the approval of the institutional review
board of Heriot-Watt University. Data was col-
lected and stored on the Heriot-Watt-approved MS
OneDrive system and complies with the General
Data Protection Regulation (GDPR). Participant
consent was obtained through an online information
sheet and consent form prior to any data collection.
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