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Abstract
ReproHum is a large multi-institution project designed to examine the reproducibility of human evaluations of natural
language processing. As part of the second phase of the project, we attempt to reproduce an evaluation of the
fluency of continuations generated by a pre-trained language model compared to a range of baselines. Working
within the constraints of the project, with limited information about the original study, and without access to their
participant pool, or the responses of individual partcipants, we find that we are not able to reproduce the original
results. Our participants display a greater tendency to prefer one of the system responses, avoiding a judgement
of ‘equal fluency’ more than in the original study. We also conduct further evaluations: we elicit ratings from (1) a
broader range of participants; (2) from the same participants at different times; and (3) with an altered definition of
fluency. Results of these experiments suggest that the original evaluation collected too few ratings, and that the task
formulation may be quite ambiguous. Overall, although we were able to conduct a re-evaluation study, we conclude
that the original evaluation was not comprehensive enough to make truly meaningful comparisons.
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1. Introduction

Following widely publicised ‘reproducibility crises’
in fields such as psychology, researchers in natural
language processing (NLP) have recently begun to
examine the validity of the results obtained from hu-
man evaluation studies (e.g. Howcroft et al., 2020;
Novikova et al., 2018; Thomson et al., 2024).

This has led to the ReproHum Project,1 a multi-
institution project designed to investigate the extent
to which the human evaluation results reported in
NLP publications are reproducible. A major finding
of the first round of experiments was that it is
frequently impossible to implement reproductibility
studies due to a combination of missing details,
flaws in experimental design, and study authors’
failure to respond to queries (Belz et al., 2023).

Despite this, in Phase 1 of the project, six NLP
evaluations were reimplemented (Thomson et al.,
2024). While these studies met the project’s cri-
teria, even here, major experimental flaws were
discovered in all of them.

In response to these findings, the scope of
ReproHum was narrowed and refocused, and the
project coordinators determined a second round
of 16 reproducibility studies, each to be conducted
independently by researchers from two seperate
institutions (as described in Belz and Thomson,
2024). We describe one of these studies here,
reporting the results of reimplementation of the
evaluation of fluency in the outputs of pre-trained

* Now at Google DeepMind.
1ReproHum Project website: https://reprohum.

github.io/

language models in response to prompts. In
addition, we conduct suplementary experiments
to further explore the reproducibility of the original
evaluation task described in Section 2.

2. Liu et al. (2021) DExperts:
Decoding-Time Controlled Text
Generation with Experts and

Anti-Experts

In the original study, the authors propose a method
to control the toxicity, sentiment, and style of text
generated by pre-trained language models. The
input prompts to these models are taken from
RealToxicityPrompts (Gehman et al., 2020), which,
in turn, was sourced from a corpus of text found
on the web. Liu et al. (2021) compare the outputs
of their proposed model, DExperts with those
of four other models: GPT-2; Domain-adaptive
pretraining (DAPT) (Gururangan et al., 2020);
Plug-and-play language models (PPLM) (Madotto
et al., 2020); and Generative discriminators
(GeDi) (Krause et al., 2021). While the paper
features a number of different experiments and
evaluations, both human and automated, this
study focuses on that reported in §3.2.4 Human
Evaluation (Liu et al., 2021, pp.6694-5).

Here, we describe the main characteristics of the
evaluation they conducted, as described in the pa-
per and through correspondence with the authors
via the ReproHum coordinators. Their study was
conducted on the Amazon Mechanical Turk (AMT)
crowdsourcing platform, which the authors used to
recruit workers that they considered to have previ-

https://reprohum.github.io/
https://reprohum.github.io/
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Figure 1: Example of the evaluation interface from (a) the original study on AMT (from Liu et al., 2021)
and (b) the reproduction study on MS Forms.

ously proven reliable in other studies conducted by
members of their research group.

For each item in the study, participants were
shown the input prompt and the continuation out-

puts of two of the five models (A and B), and asked
which of these is: (1) less toxic, (2) more fluent,
and (3) more topical; or whether the continuations
are equal in these respects (see Figure 1a). Our
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Figure 2: Evaluation results reported in Liu et al. (2021) (Original) and our study (Reproduction), as well
as extra reproducibility experiments (1) Broader participant pool and (3) Fluency definition. Note, results
for experiments (1)-(3) are based on a subset of the dataset, as discussed in section 4.

reproducibility study focuses solely on (2): fluency
judgements.

In total there are 960 comparison pair items for
evaluation.They report results only in a series of
four percentage stacked bar charts—one for each
system to be compared with their own—as the pro-
portion of responses indicating that DExperts or
the comparison system was more fluent, or equal
fluency (as we recreate for results comparison in
Figure 2).

3. Reproduction Study

Our study followed the ReproHum project protocol.
This meant that, while we endeavoured to follow the
experimental design of Liu et al. (2021) as closely
as possible, some aspects of the study (such as the
crowdworking platform used and the survey inter-
face), had to be altered to conform with the protocol
enabling cross-study comparison (for discussion
of these, see paragraph 3 of this section).

Recruitment and evaluation platforms Fol-
lowing the ReproHum shared task protocol,
we recruited participants on the crowdworking
platform Prolific.2 Aggregated participant details
are recorded in the Human Evaluation Data Sheet
(HEDS) (Shimorina and Belz, 2022). 3 As, unlike
AMT, Prolific does not currently support extended
surveys of the type required, we conducted the
evaluation study on Microsoft Forms (MS Forms),4
chosen as it is approved for data collection and
storage by our institutional review board. This
necessitated splitting the data into manageable
batches. We created 32 batches of 30 evaluation

2https://www.prolific.com/
3HEDS and code used for all experiments is

available at https://github.com/tdinkar/
ReproNLP_DExperts_evaluation.git. HEDS
is also available at ReproHum’s central repository at
https://github.com/nlp-heds/repronlp2024.

4https://www.microsoft.com/en-gb/microsoft-
365/online-surveys-polls-quizzes

items, which participants completed in a mean time
of 12m29s. Each batch was labelled by 3 unique
annotators, and we recruited 96 participants in
total for the reproduction study. We collected all
data between January 9th and March 8th 2024.

Results A comparison of the original results from
Liu et al. (2021) and those of our participants on
the fluency evaluation task is presented in Figure
2. Under the Common Approach to Reproduction
framework of ReproHum, we also present these
as Type I, II, and IV results.5

Type I - coefficient of variation (CV*):
CV* values (Belz et al., 2022) are shown in Ta-

ble 1. These range from 0.08 to 46.9, indicating
considerable variability in the level of reproducibil-
ity across the four system comparisons.

System Original Reproduction CV*
GPT-2 0.30 0.39 26.0
DAPT 0.26 0.42 46.9
PPLM 0.37 0.47 0.09
GeDi 0.36 0.45 0.08

Table 1: Coefficient of variation (CV*) values for the
percentage of preferred DExperts continuations
against the other four comparison systems.

Type II - Correlation: Calculating the correlation
between the original and reproduction responses
that preferred DExperts produces a Spearman’s
rs

6 score of 0.8, with p = 0.2, an association not
normally considered to be significant. That is, we
were not able to reproduce the original results.

Type IV - Side-by-side presentation of find-
ings: In the original evaluation, DExperts was

5We do not report Type III results as the original rat-
ings are not provided in disagreggated form by Liu et al.
(2021).

6Calculated with SciPy: https://docs.scipy.
org/doc/scipy/reference/generated/scipy.
stats.spearmanr.html.

https://www.prolific.com/
https://github.com/tdinkar/ReproNLP_DExperts_evaluation.git
https://github.com/tdinkar/ReproNLP_DExperts_evaluation.git
https://github.com/nlp-heds/repronlp2024
https://www.microsoft.com/en-gb/microsoft-365/online-surveys-polls-quizzes
https://www.microsoft.com/en-gb/microsoft-365/online-surveys-polls-quizzes
https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.spearmanr.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.spearmanr.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.spearmanr.html
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judged to be more fluent by more participants than
PPLM and GeDi, while fewer participants consid-
ered it more fluent than DAPT, and in comparisons
with GPT-2, the largest percentage of participants
considered them to to be equally fluent.

In our evaluation, we find that participants more
often prefer one of the system responses and
choose ‘equally fluent’ less frequently than in the
findings of Liu et al. (2021). However agreement
among participants is low, with a mean inter-rater
agreement of 0.13 (s = 0.12) as measured with
Krippendorf’s alpha (α), as shown in Table 2.7

Batch no. α Batch no. α

13 -0.077 8 0.112
3 -0.070 25 0.136

18 −0.025 29 0.143
27 −0.003 10 0.157
6 0.006 12 0.175

14 0.020 24 0.183
32 0.031 19 0.215
9 0.036 5 0.226
7 0.046 28 0.236
1 0.049 2 0.236
4 0.077 30 0.248

23 0.088 22 0.283
17 0.097 16 0.284
11 0.103 31 0.332
26 0.108 20 0.335
15 0.110 21 0.349

Table 2: Inter-rater agreement for individual
batches, calculated using Krippendorf’s alpha (α)
in order form lowest (batch 13) to highest (batch
21). We selected the two batches with the highest
and lowest scores (in bold text) for further evalua-
tion experiments (§4).

Discussion Our analysis is somewhat limited by
the missing information regarding the original
evaluation study, where only aggregated responses
are presented in a bar plot to show the percent-
age of responses indicating preference for each
system’s responses (as we replicate in the figures
presented here). As part of the ReproHum project,
we were not provided with access to the original
responses (though this additional information is
publicly available), and the original paper does not
provide inter-rater agreement scores. We also do
not know how many individual participants there
were in original study. Unfortunately, this all fol-
lows a common pattern of publications that report
on AMT data collection studies failing to provide

7Calculated with the krippendorff-alpha
python package from https://github.com/grrrr/
krippendorff-alpha

sufficient information (Karpinska et al., 2021). Ad-
ditionally, we were unable to recruit the same or
similar participants due to (1) not having access to
the original participant pool and (2) having to use a
different recruitment platform.

Other inconsistencies may have been introduced
due to the restrictions imposed by the common
approach to reproduction adopted by the project.
While these ensured cross-study uniformity in the
reproduction studies, it induced a certain lack of
faithfulness to the original study. The necessity of
using a different study platform meant that the task
had to be set up differently: while Mechanical Turk
‘HITs’ (Human Intelligence Tests) are single items
that participants can elect to as many as they wish
of, Prolific requires sending participants to an ex-
ternal site to complete an entire batch of evaluation
items before being granted their reward. Our study
task therefore had a different working dynamic for
participants. Other platform differences made it im-
possible to present information in exactly the same
way. For example, despite providing participants
with all the required information from the HEDS, we
were not able present it in the same format as the
original study due to the limited options available
on the survey platform.

4. Extended Evaluation Experiments

To further investigate the reproducibility of this
task, we conducted three additional experiments
to assess reproducibility, focusing on breadth,
stability, and conceptualisation, respectively. For
these experiments, we used the two batches
for which our original participants obtained the
highest and lowest agreement (i.e. four batches
in total). We report inter- and intra-rater agreement
measured with Krippendorf’s α.

1. Broader number of raters Although it has
been common to conduct NLG evaluations with
as few as three ratings per item, this probably
doesn’t provide enough statistical power to draw
conclusions from (Card et al., 2020). To investigate
the effects of increasing the number of responses
collected, we recruited a further 17 participants per
batch to broaden the evaluation to the responses
of 20 people.8

We found that this alters results of all system com-
parisons, particularly for DAPT, which flips from less
to more fluent. Additionally, with more ratings, inter-
rater agreement regresses towards the mean (see
Table 3), indicating that the very low and higher α
scores were the result of insufficient sample sizes.

8Chulvi et al. (2023) found that 12 may be a sufficient
number of participants for some NLP labelling tasks.

https://github.com/grrrr/krippendorff-alpha
https://github.com/grrrr/krippendorff-alpha
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α
Batch no. 3 20

13 -0.077 0.165
3 -0.070 0.115

20 0.335 0.229
21 0.349 0.128

Table 3: Inter-rater agreement (Krippendorf’s α)
on four batches with three and 20 participants,
respectively.

2. Intra-rater agreement In text labelling for NLP
tasks, raters have been shown to be consistent only
around 75 per cent of the time (Abercrombie et al.,
2023a), providing different responses in different cir-
cumstances due to factors such as ambiguity (Aber-
crombie et al., 2023b). To assess the stability of the
responses provided by participants, we re-opened
the task to participants in the same four batches as
(1) after an interval of around one month. Of the
12 participants, seven completed the re-evaluation
task. The Krippendorf’s alpha score for intra-rater
agreement for all raters (α) is 0.460, showing that
raters tend to be only somewhat consistent with
themselves for this specific task. This is in line with
the findings from (Abercrombie et al., 2023a), and
as Abercrombie et al. (2023b) suggest, the results
could be due to the ambiguity of the task, which we
address next.

3. Definition of fluency The framing of ques-
tions posed to participants can greatly influence
results (Schoch et al., 2020). In the reproduction
study (section 3) we used the same definition of
fluency to define the task to raters (i.e. ‘A sentence
is fluent if it is grammatically correct and coher-
ent.’). The original experiment additionally gives
examples to the raters before they begin the task,
which we modify by removing the criterion of ‘toxic-
ity’ and ‘topicality’, as shown in Figure 3. However,
these instructions may not clearly explain the task
to the raters. For example, consider the last prompt
presented in the figure:

“When the 40-year old was stopped for
speeding, Miller reportedly told . . . ”

The figure shows the second continuation (“officers
he had been a Star Wars fan for the past 10 years.
He was placed in a county”) as more fluent due to
its coherence. This is somewhat counter-intuitive,
as the first continuation (“a motorist that he would
"make you see stars" for refusing to stop at a red
light”) may seem equally (un)fluent to an rater if
considering coherence – i.e. the subject matter of
the first continuation seems more closely related to
the prompt, while neither option appears perfectly
coherent. Raters are not given an explanation of

what constitutes ‘coherence’, and Liu et al. (2021)’s
work does not provide a reference for the definition
of fluency.

Given these issues, in this experiment we provide
a more detailed definition of fluency adapted from
Konstas and Lapata (2013). Our modified definition
is as follows:

“For fluency, you should judge whether
the continuation is grammatical and in
well-formed English or just gibberish. If
the continuation is grammatical, then you
should rate it high in terms of fluency. If
there is a lot of repetition in the continu-
ation or if it seems like word salad, then
that would be considered not fluent.”

By using this definition, raters may focus more
on the grammaticality and flow of the continuation,
without explicitly using the term ‘coherence’ – which
could potentially be confused with ‘topicality’. We
additionally remove the last two examples shown
in Figure 3, only keeping the first (“Eva was devas-
tated . . . ”).

However, as shown in Table 4, results are mixed.
Similar to results in experiment (1), the agreement
regresses towards the mean. In Additinally, Fig-
ure 2 shows that participants overall prefer either
one system over the other compared to the original
study, i.e. choosing the ‘equally fluent’ option less
often.

α
Batch no. Reproduction Experiment 3

13 -0.077 0.200
3 -0.070 -0.028

20 0.335 0.177
21 0.349 0.281

Table 4: Inter-rater agreement (Krippendorf’s α) on
the four batches for the altered definition of fluency,
compared to the reproduction study from section 3.

Discussion The task of fluency itself – as it is
defined in all experiments – may not be the right
heuristic for a meaningful comparison of the sys-
tems. In experiment (3), the definition of fluency
is taken from an older work, where state-of-the-art
NLG systems at the time suffered from repetitions
and grammatical issues, described in Konstas and
Lapata (2013)’s definition as ‘word salad” or ‘gib-
berish”. For current state-of-the-art NLG systems,
human evaluators cannot distinguish synthetic text
from human written language when analysing the
outputs of current systems, if relying on cues such
as grammaticality (Jakesch et al., 2023). Instead,
repetitive text and non-sensical continuations were
found to be more reliable indicators. However, it is
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Figure 3: Examples of fluency shown to raters during the task adapted from Liu et al. (2021).

of note that the outputs evaluated in Jakesch et al.
(2023)’s work were longer, i.e. the length of a para-
graph, compared to the outputs evaluated for this
work, where the continuation may be a sentence
or sub-sentential unit of text, as shown in Figure 1.
This result was found with GPT-2 generated text,
one of the systems also used in the original Liu
et al. (2021) study. Thus if the task is to evaluate
the fluency of state-of-the-art NLG systems, per-
haps the definition of fluency should be modified
to consider very precise definitions of coherence,
given that sophisticated NLG systems rarely exhibit
such grammatical errors.

5. Conclusion

We conducted a reproduction study of a human
evaluation of the fluency of NLG outputs as part of
the ReproHum project for which we were unable to
reproduce the original results. Contributing factors
included missing information, flaws in the design
of the original study, such as the low number of
ratings collected per item, and a different partici-
pant pool, as well as changes to the study design
necessitated by the constraints of the ReproHum
common approach to reproduction required to en-
sure cross-study consistency.

Further experiments with a broader pool of partic-
ipants, repeated ratings from the same participants,
and a more detailed definition of fluency provided
to participants underline the importance of these

factors in designing NLG evaluations.

Limitations

Our study is limited by a range of factors that we
have discussed throughout the paper, which were
primarily due to lack of information regarding the
original study and results, as well as the constraints
of both ReproHum’s Common Approach to Repro-
ducibility and our institution’s ethicial and data man-
agement regulations.

Ethical Considerations

We received approval to conduct these experiments
from the institutional review board (IRB) of Heriot-
Watt University’s School of Mathematical & Com-
puter Sciences. Following the advice of Shmueli
et al. (2021) we paid participants at a rate that was
above both the living wage in our jurisdiction and
Prolific’s current recommendation of at least £9.00
GBP/$12.00 USD.
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