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Abstract
This study, part of the ReproHum Belz and Thomson (2024) project, a collaborative effort among researchers to
replicate and assess experiments published in the natural language processing (NLP) literature, replicates and
evaluates ”Language Model as an Annotator: Exploring DialoGPT for Dialogue Summarization” by Feng et al. (2021).
Using DialoGPT, BART, and PGN models, we assess dialogue summarization’s informativeness on a scale of 1
to 5. Surprisingly, our findings diverge from the original study, with different models producing the highest-rated
summaries. This discrepancy suggests limitations in reproducing the original results and underscores the need for
further investigation into dataset selection and model effectiveness.
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1. Introduction

Reproducibility in natural language processing
(NLP) is crucial for reliability, to ensure that inde-
pendent researchers can arrive at the same conclu-
sions by following the original report’s documenta-
tion. In NLP, reproducilibity extends beyond model
training parameters and may involve the entire eval-
uation process leading to reported results. While
reproducibility has been studied in NLP e.g., for
automatic metrics or models (Fokkens et al., 2013;
Post, 2018; Chen et al., 2022), there is a scarcity
of work addressing human evaluation.

Human evaluation is particularly important, how-
ever, as human annotations most often provide
the ground-truth against which NLP models are
compared.

The work reported in this paper forms part of the
ReproHum1 project, which focuses on enhancing
the documentation of human evaluation properties
and evaluating the consistency between results
obtained in reproduction studies and those of the
original research Belz et al. (2023); Belz and Thom-
son (2024).

Our focus paper is Feng et al. (2021). We fol-
lowed the paper’s guidelines to reproduce the auto-
matic summarization outputs by using DialogGPT
(Zhang et al., 2020). To do so, we leveraged four
PhD students to assess the generated texts. Our
goal was to assess whether we could reproduce
the original results along specific selected dimen-
sions.

1https://reprohum.github.io/

Our report is structured as follows: Section 2
presents the original study design, providing an
overview of the paper’s content. In Section 3, we
detail the reproduction of the NLP evaluation, out-
lining the specifics of the evaluation process to be
replicated. Section 4 presents and discusses the
results of the reproduced evaluation in comparison
to the original paper. Finally, Section 5 offers con-
cluding remarks and outlines avenues for future
research.

2. Original Study Design

The original study, conducted by Feng et al. (2021),
investigates enhancements to automatic text sum-
marization. The study employs DialogGPT as an
unsupervised annotator, focusing on three anno-
tation aspects: keyword extraction, redundancy
detection, and topic segmentation in dialogues.

Using DialogGPT, the authors annotate the SAM-
Sum dataset (Gliwa et al., 2019) and the AMI
dataset (Carletta et al., 2006), both containing dia-
logues and corresponding summaries. Pre-trained
sequence-to-sequence BART (Lewis et al., 2020)
and non-pretrained PGN (See et al., 2017) mod-
els are then used to generate summaries for the
datasets annotated with keyword extraction (DKE),
redundancy detection (DRD), topic segmentation
(DTS), and all three annotations combined (DALL)
on both SAMSum and AMI datasets. The resulting
summaries are assessed both automatically and
manually.

BART(DKE) demonstrates superior performance
in the SAMSum dataset to the baseline and

https://reprohum.github.io/
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PGN models, emphasizing the importance of key-
word retention for concise dialogues. Conversely,
PGN(DRD) exhibits significant improvements in the
AMI dataset, highlighting the necessity of redun-
dancy detection.

The study aims to investigate whether incorpo-
rating DialogGPT as a component in text summa-
rization, specifically through keyword extraction,
redundancy detection, and topic segmentation, en-
hances the efficacy and potential improvements
in dialogue summarization. This is achieved by
comparing its results against established models
using BLEU and ROUGE metrics. The correspond-
ing human evaluation process aimed to assess the
informativeness, conciseness, and coverage of di-
alogue summaries. A total of 100 dialogues from
SAMSum and 10 meetings from AMI, along with
their corresponding generated summaries, were
randomly sampled for evaluation. Four human eval-
uators were hired to rate each summary on a scale
of 1 to 5 for each metric, with higher scores indicat-
ing better performance (Feng et al., 2021).

3. Reproduction Study Details

We aimed to replicate the original study as pre-
cisely as possible. We used a subset of AMI
dataset consists of ten dialogues, which is the
identical material in Feng et al. (2021)2. The AMI
Meeting Corpus is a rich multi-modal dataset con-
taining approximately 100 hours of meeting record-
ings. It comprises both scripted scenario-based
meetings, simulating design team collaborations,
and naturally occurring meetings across various
domains. The dataset includes audio, video, and
transcript data, making it suitable for research in
speech recognition, natural language processing,
and human-computer interaction (Carletta et al.,
2006). On the other hand, the SAMSum Corpus is
a dataset designed specifically for abstractive dia-
logue summarization. It consists of chat dialogues
that have been manually annotated with abstractive
summaries. The corpus serves as a benchmark for
evaluating automated summarization models tai-
lored to the unique challenges posed by dialogue
data (Gliwa et al., 2019) . The SAMSum Corpus
offers a high-quality resource for researchers to de-
velop and refine techniques for generating concise
and informative summaries from conversational
exchanges.

In our reproduction study, we focused solely on
the AMI dataset and the informativeness criterion.
By concentrating solely on one criterion, the re-
production experiment is simplified and easier to
follow. Moreover, evaluating only one criterion

2The full AMI dataset is provided in the repos-
itory on GitHub https://github.com/xcfcode/
PLM_annotator.

should enable human evaluators to better concen-
trate on the annotation task; including multiple di-
mensions might confuse the annotators and hinder
their ability to distinguish between the various cri-
teria. However, this approach may potentially lead
to overlooking other important aspects of dialogue
summarization, resulting in less comprehensive
evaluation outcomes.

Additionally, we followed the authors’ guidelines
and annotation outputs to be evaluated using the
original scripts, without altering the summaries for
each model and corresponding dialogue.

3.1. Evaluators

For the human evaluation, we engaged four an-
notators: native Chinese PhD students with high
proficiency in English, as in the original study. One
annotator is a PhD student in NLP, while the other
three are from the fields of Sociology and Social
Change. Each annotator received generous com-
pensation,3 as stipulated in the guidelines, for ap-
proximately 1-2 hours of work. The time estimation
was based on the scope of the annotation task,
which adhered to ReproHum recommendations.
We adhered to the standardized ReproHum proce-
dure for determining fair remuneration.

3.2. Differences to original study

The original study does not specify which interface
was used for the Human Evaluators. We distributed
the annotations to the evaluators via Google Forms
(see Fig. 2 in the appendix), following the require-
ments set by the ReproHum team. This ensured
uniform conditions and consistent result outputs
for all reproduction experiments during the final
evaluations and analyses. However, the outputs
of the models, along with error annotations, re-
mained consistent with those used in the original
experiment.

In the original study, 100 dialogues from SAM-
Sum and 10 meetings from AMI, along with their
respective generated summaries, were assessed
for informativeness, conciseness, and coverage by
each model.

Fig. 1 shows an example of an AMI meeting with
one of its summaries, followed by the option to rate
the informativeness of the summary generated by
the model. We were given the instruction to focus
on the 10 AMI meetings only when reproducing the
human evaluation, potentially to reduce annotation
costs.

The instructions, originally provided in Chinese,
were included with minor modifications by the au-
thors. In Appendix A, we list them in the way we

3We paid each of them 50 EUR as a flat compensa-
tion in the form of amazon giftcards.

https://github.com/xcfcode/PLM_annotator
https://github.com/xcfcode/PLM_annotator
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presented them for the human evaluation experi-
ment. This approach facilitated a streamlined setup
and enhanced accessibility for the annotators and
the final evaluation process.

This is to prevent any potential influence on the
reported outcomes. All information and resources
should be accessed from the common resources
folder provided by the project team. Any inquiries
should be directed only to the ReproHum project
managers, who communicated with the authors of
the work being reproduced on behalf of the project.

4. Reproduction Results

We present our human evaluation result together
with the scores provided in Feng et al. (2021) in
Table 1. The comprehensive human evaluation
results of the original article can be found in Table
4 in Appendix B.

The methodology for calculating the informative-
ness scores in the final evaluation results was not
specified in Feng et al. (2021). Therefore, we uti-
lized Python and R to calculate the informativeness
scores over 10 AMI dialogs using three different
methods: mean, median, and mode. Additionally,
we adopted Feng et al. (2021)’s approach of using
Fleiss’ kappa score for evaluating inter-annotator
agreement in our study. The scripts to calculate
the mean, median, mode, as well as Fleiss’ kappa
scores are provided in our github repository 4.

Model Original Mean Median Mode

A
M

I

Golden 4.70 2.4 2.5 3
PGN 2.92 2.18 2.0 2
HMNet 3.52† 2.2 2.0 2
PGN(DKE) 3.20 2.18 2.0 2
PGN(DRD) 3.15 3.0†† 3.0 3
PGN(DTS) 3.05 2.27 2.0 1
PGN(DALL) 3.33 †† 2.52† 3.0 3

Table 1: Human evaluation results from Feng
et al. (2021) is provided in the ‘Original’column.
The informativeness result in the reproduction ex-
periment is provided in the ‘Mean’, ‘Median’ and
‘Mode’columns. The corresponding Fleiss’ kappa
scores in the original paper are 0.48. The Fleiss’
kappa score of our reproduction experiment is
0.069.

Findings Comparison The original results pre-
sented in the paper by Feng et al. (2021) indi-
cate that their method, which combines DialogGPT
as an annotator with BART and PGN as summa-
rization generators, achieved the highest scores.
Particularly, the combination of DialogGPT Redun-
dancy reduction (DRD) with both BART and PGN

4https://github.com/vivianCF/HumanEvaluation.git

resulted in better scores for conciseness (another
dimension of annotation not considered by us). Ad-
ditionally, when combined with DialogGPT Topic
Segmentation (DTS),the model performed better in
coverage. However, HMNet, a Hierarchical Mem-
ory Network,5 attained the best scores in informa-
tiveness and coverage for the AMI dataset.

There is a decisive gap between the scores of
generated summaries and the scores of the gold
summaries in the original study, indicating the in-
creased difficulty of the AMI dataset (Feng et al.,
2021). However, we did not observe such a signifi-
cant difference between the score of Gold standard
and the informativeness scores of the AMI dataset
in our experiment. In Fig. 1 we can see an ex-
ample of an AMI meeting provided for the human
evaluation experiment, and its summary with the
respectively rating options for informativeness. In
Section C of the appendix, we give some exam-
ples where our raters disagree with the raters of
the original study.

Our result in contrast with the original study is
shown in Table 1.

The Informativeness measure applied to the gold
outputs demonstrates a significant coefficient of
variation(CV*) of 64.59%, indicating substantial
variability relative to the mean value of 3.55. The
unbiased sample standard deviation of 2.038 high-
lights considerable dispersion around the mean
within the dataset. However, due to the small sam-
ple size of 2, the reliability of the standard deviation
as a measure of dispersion may be limited.

Table 2 shows the coefficient of variation (CV*)
with the corresponding mean values. The CV*
metric is adapted for small sample sizes, making it
suitable for use even with the limited pairs of results
one may have (Belz, 2022).

Table 2: Coefficient of Variation (CV*) with Mean
Sample Mean CV*

1 3.55 64.59
2 3.22 18.58
3 3.47 15.52
4 3.10 3.22
5 2.19 1.14
6 2.59 31.79
7 2.40 10.41

Table 3: *
Note: CV* denotes the Coefficient of Variation.

5HMNet is a state-of-the-art model designed for ab-
stractive dialogue summarization. It leverages memory
modules and hierarchical attention mechanisms to cap-
ture dialogue nuances effectively. By storing relevant
information and attending to different dialogue levels,
HMNet generates coherent and informative summaries
that faithfully represent the input dialogue.
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Figure 1: Example of an AMI meeting and its summary from one model.

Additionally, the wide confidence interval (-9.62
to 13.70) accentuates the uncertainty surrounding
the true population mean, necessitating cautious
interpretation of the dataset.

The coefficient of variation for PGN is 28.93%,
indicating moderate variability relative to the mean
value of 2.55. The sample standard deviation of
0.656 supports this observation, suggesting a mod-
erate dispersion of data points around the mean.
The confidence interval (-3.095, 4.407) implies
some uncertainty about the true population mean.
However, all measured values fall within one and
two standard deviations from the mean, indicating
a symmetric distribution around the mean.

HMNet exhibits a higher coefficient of variation
at 46.02%, indicating high variability compared to
PGN relative to the mean value of 2.86. The sam-
ple standard deviation of 1.170 suggests a greater
dispersion of data points around the mean. The
wider confidence interval (-5.521, 7.861) implies
more uncertainty about the true population mean
compared to Dataset 1. However, all measured val-
ues still fall within one and two standard deviations
from the mean.

Similarly, PGN(DKE) shows a coefficient of varia-
tion of 37.80%, indicating moderate variability com-
pared to Dataset 1 relative to the mean value of
2.69. The sample standard deviation of 0.904 sup-
ports this, suggesting a moderate dispersion of
data points around the mean. The confidence inter-
val (-4.266, 6.074) also indicates some uncertainty
about the true population mean. Nonetheless, like
the other datasets, all measured values fall within
one and two standard deviations from the mean.

PGN(DRD) has the lowest coefficient of variation
(4.86%), indicating the least variability compared
to the mean value of 3.075 among all datasets.
The sample standard deviation is also the small-

est (0.133), suggesting minimal dispersion of data
points around the mean.

In Contrast,PGN(DTS) shows again a higher
coefficient of variation (29.24%) compared to
PGN(DRD), indicating higher variability relative to
the mean value of 2.66. The sample standard de-
viation is also larger (0.691), suggesting a greater
dispersion of data points around the mean.

PGN(DALL)shows a coefficient of variation of
27.61%, slightly lower than PGN(DTS), indicating
slightly less variability compared to the mean value
of 2.925. The sample standard deviation (0.718)
is comparable to PGN(DTS), suggesting a similar
dispersion of data points around the mean.

In summary, PGN(DRD) demonstrates the least
variability, followed by PGN(DALL) and PGN, re-
spectively. Overall, despite variations in coefficient
of variation and sample size, all datasets exhibit
symmetric distributions around the mean, as indi-
cated by all measured values falling within one and
two standard deviations from the mean.

Both the original study and our reproduction ex-
periment suggest that PGN combined with redun-
dancy reduction can achieve good performance for
the AMI dataset in dialogue summarization. How-
ever, the gap between the gold standard and the
other datasets in our case is not substantial, with
a score of 2.4; the score is still considerably lower
than the original result of 4.70.

In summary, these findings indicate a significant
deviation compared to the original study. There are
no significant discrepancies observed between the
gold standards and the remaining datasets in our
experiment, suggesting a different behavior com-
pared to the original study. We observe a distinct
trend compared to the original study; for instance,
in our experiments, PGN (DRD) demonstrates the
highest performance, with PGN (DALL) closely fol-
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lowing, which is somewhat unexpected considering
that in the original study, HMNet achieved the high-
est score followed by PGN (DALL).

In our reproduction experiment, the scores were
overall inferior to those in the original study, mostly
all below 3.0 versus the original scores were all
above 3.0. Specifically, the gold standard scores
in our analysis are significantly lower than those
reported in the original study. In our experiment,
we have noticed a distinct trend that contrasts with
the findings of Feng et al. (2021) in which the per-
formance of HMNet does not exhibit substantial
gains over the PGN models.

Upon comparing the coefficient of variation
(CV*), it becomes evident that more replications
of the same experiment may be required to draw
more robust conclusions about the results pre-
sented in the human evaluation reproduction ap-
proach.

Furthermore,in our annotation task, we did not
achieve comparable agreement (0.069), for AMI
and informativeness on the same dataset. This
is in strong contrast to the original study, which
reported agreements of above 0.40 throughout.

5. Conclusion

Our research focuses on the reproduction and eval-
uation of dialogue summarization models through
human assessment. The collaboration with the Re-
proHum organizers and access to materials from
the original authors greatly facilitated the success-
ful execution of our reproduction experiment.

Our key findings include:

• In our reproduction study, the inter-annotator
agreement was notably lower, registering at
0.069, compared to above 0.40 reported in the
original study.

• We were unable to confirm the effectiveness of
the proposed approach in terms of informative-
ness. While we observed a moderate positive
Pearson correlation coefficient of 0.481 be-
tween the informativeness of the original study
and our experiment, indicating a medium level
of correlation, the Spearman correlation coef-
ficient of approximately -0.058 between both
experiments suggests a weak negative mono-
tonic relationship. Overall, the correlations
between the original human evaluation and
our reproduction are weak. However, it must
be kept in mind that we correlated vectors of
very short size (length seven).

Notable discrepancies in human evaluation
outcomes persist, indicating potential varia-
tions in annotators, methodology, or dataset

selection for each dialogue summarization.
We hypothesize that these differences could
be attributed to two main factors. Firstly, the
dataset is limited to only 10 meeting materi-
als, which may lead to skewed average scores,
favoring extreme values. Additionally, the in-
volvement of only three evaluators may not
provide a comprehensive assessment. Fur-
ther experiments and reproductions are nec-
essary to draw more conclusive findings from
this study.

• The evaluated model performances in our re-
production study were inferior compared to
the scores reported in the original study.

• The ratings in the “Original" column of Table 1
were not elucidated in the original study. From
the context, we inferred the authors reported
the average scores. However, in a small-scale
study, one method to prevent outliers from
impacting the mean is to utilize the median.
Consequently, we were unsure whether it is
indicative of a mean or a median.

• The human evaluation in our case is neither
repeatable nor reproducible.

A potential explanation for these results is the
persistent gap between the scores of generated
summaries and those of gold summaries for the
AMI dataset, indicating its inherent difficulty. The
complexity and ambiguity of the dialogues posed
a challenge during the experiment’s preparation,
making them difficult to follow and leading to diver-
gent ratings among evaluators.

Moreover, the original study regarding
AMI/Informativeness did not demonstrate ef-
fectiveness: the baseline HMNet performed
the best. This raises the question of whether
the selection of the AMI dataset is appropriate
for the human evaluation reproduction and the
verification of the performance of the models using
DialoGPT to achieve better performance in dia-
logue summarization. Furthermore, conducting a
comprehensive analysis of dataset characteristics
and evaluation metrics could offer valuable insights
into enhancing the appropriateness of the dataset
selection for evaluating summarization models.

Our reproduction study raises an intriguing ques-
tion about the identification and management of
subjective practices that might have been em-
ployed in the original study. The lack of informa-
tion on human participants’ training depth and the
undisclosed time investment in annotations dur-
ing the original study contribute to uncertainties in
interpreting the significant disparity in our human
evaluation results.
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Appendix

A. Annotator Guidelines

Figure 2: Example of Google Forms interface used during the Human Evaluation reproduction experiment

Figure 3: Example of AMI instructions for Human Evaluation
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B. Results from original Study

Model Info. Conc. Cov.

S
am

S
um

Golden 4.37 4.26 4.27
BART 3.66 3.65 3.66
MV-BART 3.85 3.76 3.88
BART(DKE) 3.88 3.77 3.79
BART(DRD) 3.74 3.98† 3.89
BART(DTS) 3.95† 3.76 4.01††

BART(DALL) 4.05† 3.78†† 4.08†

A
M

I

Golden 4.70 3.85 4.35
PGN 2.92 3.08 2.70
HMNet 3.52† 2.40 3.40†

PGN(DKE) 3.20 3.08 3.00
PGN(DRD) 3.15 3.25† 3.00
PGN(DTS) 3.05 3.10†† 3.17††

PGN(DALL) 3.33†† 3.25† 3.10

Table 4: Human evaluation results from the original paper indicate the following abbreviations: ‘Info.’
for informativeness, ‘Conc.’ for conciseness, and ‘Cov.’ for coverage. In the case of SAMSum, the
inter-annotator agreement (Fleiss’ kappa) scores for each metric are 0.46, 0.37, and 0.43, respectively.
For AMI, the corresponding Fleiss’ kappa scores are 0.48, 0.40, and 0.41.

Fleiss’ Kappa Value Interpretation
0.00 - 0.20 Slight agreement
0.21 - 0.40 Fair agreement
0.41 - 0.60 Moderate agreement
0.61 - 0.80 Substantial agreement
0.81 - 1.00 Almost perfect agreement

Table 5: Interpretation of Fleiss’ Kappa Values

C. Summary Examples

Figure 4: Example of summary (HMNet) for the meeting 1 of AMI data set.
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Figure 5: Example of summary (PGN(DKE)) for the meeting1 of AMI dataset.

Figure 6: Example of summary (PGN(DTS)) for the meeting10 of AMI dataset.

Figure 7: Example of summary (PGN(DRD)) for the meeting10 of AMI dataset.
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D. HEDS

Below is the HEDS of the Human Evaluation Experiment. The original HEDS are based on the provided
documents of the ReproHuman Group (Shimorina and Belz, 2022), which can be accessed at: https://
favorite-fox.static.domains/heds-2022-11-18. For more information and updates, please
visit the ReproNLP 2024 GitHub repository: https://github.com/nlp-heds/repronlp2024.

https://favorite-fox.static.domains/heds-2022-11-18
https://favorite-fox.static.domains/heds-2022-11-18
https://github.com/nlp-heds/repronlp2024
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