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Abstract
The reproduction of Natural Language Processing (NLP) studies is important in establishing their reliability.
Nonetheless, many papers in NLP have never been reproduced. This paper presents a reproduction of Gabriel et al.
(2022)’s work to establish the extent to which their findings, pertaining to the utility of large language models (T5 and
GPT2) to automatically generate writer’s intents when given headlines to curb misinformation, can be confirmed.
Our results show no evidence to support two of their four findings and they partially support the rest of the original
findings. Specifically, while we confirmed that all the models are judged to be capable of influencing readers’ trust or
distrust, there was a difference in T5’s capability to reduce trust. Our results show that its generations are more likely
to have greater influence in reducing trust while Gabriel et al. (2022) found more cases where they had no impact at
all. In addition, most of the model generations are considered socially acceptable only if we relax the criteria for
determining a majority to mean more than chance rather than the apparent > 70% of the original study. Overall, while
they found that “machine-generated MRF implications alongside news headlines to readers can increase their trust in
real news while decreasing their trust in misinformation", we found that they are more likely to decrease trust in both
cases vs. having no impact at all.
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1. Introduction

The reproduction of Natural Language Processing
(NLP) studies is critical in establishing the reliability
of published findings. This is especially timely since
there is evidence that a number of NLP studies are
not repeatable (Belz et al., 2023). The low levels of
replicability observed in these investigations war-
rants significant attention given that in many other
fields, such as the social and medical sciences, low
levels of replicability have also been observed in
large scale replication efforts (OpenScienceCollab-
oration, 2015). The results in such studies triggered
a decade-long reckoning with this “reproducibilty
crisis" (Baker, 2016). It eventually led to more strin-
gent standards being adopted for reporting results,
a push toward preregistered research designs, and
the adoption of more open science methods, like
the sharing of datasets (Vazire, 2018).

While the low levels of replicability initially called
into question the reliability of results in the social
and medical sciences, efforts to address these
shortcomings triggered what has been called a
“credibility revolution” due to widespread adoption
of the aforementioned improvements (Vazire, 2018).
For the NLP community to undergo a similar “cred-
ibility revolution”, more research like (Belz et al.,
2023) needs to be undertaken to ascertain the ex-
tent of its reproducibility problem. As part of an ef-
fort to ascertain the extent to which existing work is
reproducible (Belz and Thomson, 2024), this paper
reports on the reproducibility of the human evalua-

tion study conducted by Gabriel et al. (2022).
The work by Gabriel et al. (2022) focuses on

investigating the utility of text generation models
for automatically generating a writer’s intent when
given a news headline, as a means of combating
misinformation. While the original work focuses on
numerous tasks (e.g., it described the creation of a
misinformation news headline corpus with human
annotations of the writer’s intent, readers’ percep-
tion, possible actions that could be taken by the
reader, and the likelihood of spread of the associ-
ated article), our sole focus in on the reproducibility
of its human evaluations.

We investigate the reproducibility of the original
study via a survey with 42 crowd-workers1 who are
based in the United States and judge the headline
and intent pairs from the original study. The na-
ture of the study is kept the same, where possible,
and we compare the resulting findings to establish
whether there is any difference with the original
work. We have found that the results obtained with
our survey contradict 2/4 of the findings from the
original study and we can partially support two of
the original study’s findings. Specifically, with re-
spect to the partially supported findings, most of
the models’ generations are considered socially
acceptable if the criteria for determining a majority
means more than chance2 instead of ≥ 70", a value

1One was excluded in the final analysis as they sub-
mitted incomplete survey responses

2We assume that “chance" means 50%
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that can be inferred from the results. In addition,
while all models were rated as being capable of
influencing readers to trust or distrust, T5’s gen-
erations are more likely to have greater influence
in reducing trust while Gabriel et al. (2022) found
more cases where they had no impact at all.

The rest of the paper is structured as follows.
Section 2 summarises how the original study was
conducted and lists the findings that emanated from
it. Section 3 describes how the reproduction survey
was set up, methods used to compare Gabriel et al.
(2022)’s work with the current study, and the results
we obtained in our survey. The differences and
similarities with respect to findings between the two
studies are discussed in Section 4, and Section 5
concludes.

2. Original study

While most work on combating misinformation pur-
sues the creation of models to classify headlines,
or articles, as being real or misinformation, Gabriel
et al. (2022) takes a different approach towards
building AI models. They investigate the extent to
which machine-inferred writer’s intents can improve
reader’s ability to identify misinformation. They do
so by creating a human-annotated news corpus
of headlines and intents with which they fine-tune
pre-trained language models. The utility of the gen-
erated intents is evaluated by humans.

2.1. Dataset and models
The headlines were sourced from published misin-
formation datasets about Covid-19 (Cui and Lee,
2020; Gruppi et al., 2021; Network, 2024; Shapiro
et al., 2020), climate change (Gruppi et al., 2021;
Nørregaard et al., 2019), and cancer (Cui et al.,
2020). The authors use the dataset to train models
to automatically generate the writer’s intent when
given a headline and associated information (e.g.,
domain of the associated article/headline — either
Covid-19, climate change, or cancer). The writ-
ers’ intents are generated using two pre-trained
language models, namely T5 (Raffel et al., 2020)
and GPT2 (Radford et al., 2019).

2.2. Evaluation
The corpus and models are used to (1) investigate
whether the headlines are trustworthy, be this with
or without the writers’ intent annotations that are au-
tomatically generated by the models, (2) determine
whether the generated writers’ intents are coher-
ent and relevant, (3) establish whether the writers’
intents are socially acceptable, and (4) ascertain
whether the headlines and/or writers’ intents per-
petuate negative social biases or stereotypes.

2.3. Findings
Mechanical Turk (MTurk) workers’ judgements of
the trustworthiness of each news headline (with
and without the intent) shows that while there were
changes after seeing the intent, in the best case
(i.e., intents generated by T5) there was only a weak
positive correlation with the true class label (i.e.,
real/misinformation). Workers were also asked to
judge the overall quality of the machine-generated
intent in terms of coherence and its relevance to
the headline on a 5-point Likert scale. The judge-
ments show that the intents generated by T5 were
perceived to have better quality, with an average of
3.74. Workers were also asked to judge whether
the writer’s intent conveys feelings or thoughts that
are socially acceptable on a binary scale. In the
case of one of the T5 variants, a model with the
highest socially acceptable intents, we see a per-
centage of 75.30%. While worker’s judgements of
the capability of the beliefs and/or news events to
perpetuate negative social biases or stereotypes
were solicited, the results are not reported.

3. Reproducibility Study Design

The goal of our study was to reproduce the human
evaluations using the same resources and methods
as the original study, where possible. We did not
aim to recreate their text generation models from
scratch, but only reproduce the human evaluation
thereof. We conducted the survey via Prolific3 and
an institutionally hosted version of LimeSurvey4.
The human evaluation datasheet (Shimorina and
Belz, 2022) for the study is shared via Github5.

3.1. Survey
We created a survey using a dataset of 600 tuples of
human authored headlines and automatically gen-
erated writers’ intents. The dataset was sourced
from Gabriel et al. (2022) via the organisers of the
ReproNLP (Belz and Thomson, 2024) task. Each
writer’s intent is either ‘real’ or ‘misinformation’ and
it is generated by one of the two types of models de-
scribed in Section 2. Since the original study does
not specify the number of texts evaluated by each
participant, we split the dataset into 13 batches of
45 headline and intent pairs and one batch with
15 pairs. This was done to prevent collecting low
quality judgements due to participant fatigue. Each
batch was packaged into a survey where the par-
ticipant is first given instructions, verbatim from the

3https://www.prolific.com/
4https://survey.cs.uct.ac.za/

limesurvey/
5https://github.com/nlp-heds/

repronlp2024

https://www.prolific.com/
https://survey.cs.uct.ac.za/limesurvey/
https://survey.cs.uct.ac.za/limesurvey/
https://github.com/nlp-heds/repronlp2024
https://github.com/nlp-heds/repronlp2024
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original study, describing what to expect as part of
the survey (“You will read a sentence fragment de-
scribing a belief someone reading a news headline
would have...”) and what questions will be posed
(e.g., “Please rate the quality of the belief descrip-
tion based on the following questions...”). They are
then asked to judge quality of headline and intents,
as shown in Figure 1.

Since the original study elicited 3 unique judge-
ments per headline, we attempted to abide by the
criteria as much as possible. We created a Python
application (a web application created using the
Django framework) to randomly assign a Prolific
worker to one of the 14 surveys, provided it has
less than three responses at the time of initiating
the task. The survey was distributed to 42 Prolific
participants that are based in the US, have 99%
task approval, and have at least 200 tasks that have
been approved.

Evaluation strategy There are two components
to the evaluation. First, the calculations as by
Gabriel et al. (2022). Overall Quality (coherence
and relevance) is recorded on a 1-5 Likert scale. In-
fluence on Trust is measured as more (+) or less (-)
trustworthy, calculated as percentages, based on
a 5-point scale that asked for the readers’ percep-
tion. Third, for the sociopolitical acceptability, par-
ticipants rate “their perception of the beliefs invoked
by an implication in terms of whether they represent
a majority (mainstream) or minority (fringe) view-
point”, where Gabriel et al “refer to “minority” view-
point broadly in terms of less frequently adopted
or extreme social beliefs, rather than in terms of
viewpoints held by historically marginalized groups”.
This is reported as a percentage. We also recorded,
on a nominal scale, the capacity of the headline
and/or intent to perpetuate negative social biases
or stereotypes. We report this as a percentage,
even though it is not reported in the original study.

While the methods in Gabriel et al. (2022) do
not describe further details, the results table indi-
cates also “Corr w/ Label (all gens)”, “Corr w/ Label
(quality ≥ 3)”, and statistical significance. We take
these to be correlations and a student-t test (with
“p < .05”).

Second, the comparisons of the results obtained
in this reproduction are to be compared to the origi-
nal results as reported in Gabriel et al. (2022). This
involves both a numerical comparison and whether
the same conclusions can be drawn from the re-
sults obtained. We first established where there
is a difference in the computed percentages via a
two-sample proportion hypothesis test (i.e., Z-test).
We do not compare whether there is a significant
difference between the means since they are only
computed for Likert scales and are likely to lead
to misinterpretations, especially since there is a

potential difference in how the evaluated data was
batched.

Following that, we guided our comparisons using
the findings (abbreviated F in the list) of the original
study:

F1: “The T5-large model was rated as having
slightly higher quality generations than the
other model variants": We compared whether
T5’s average score was higher than the alter-
native model.

F2: “Most model generations were rated as being
“socially acceptable"": We calculated whether
most generations were judged as being so-
cially acceptable. The original study does not
specify what they deem a ‘reasonable’ majority
is, so the cutoff point could belong to any value
in the range (51-100), but we decided to use
≥70.

F3: “All models were rated capable of influencing
readers to trust or distrust": We counted the
number of models for which the change in trust
of distrust is non-zero.

F4: “[For] T5-base [, there is a] consistent correla-
tion between the actual label and shifts in trust-
worthiness scores before and after annotators
see the generated writer’s intent": Working
under the assumption that the original study
established the consistency of a positive and
significant correlation for T5-base between two
binary attributes (shift in trust & label), we cal-
culated the tetrachoric correlations6 for the
models and tested whether they are positive
and significant7 (two-tailed t-test, alpha=0.05)
for T5-base but not the other models.

3.2. Results
The fourteen batches received a variable number
of responses, as shown in Table 1. The results pre-
sented henceforth are not relevant to batch 10 since
it did not get any responses. We also excluded a
single response in batch 7 since one participant
submitted incomplete responses.

Results of the participants’ judgements, from the
original and current study, are presented in Table 2.
The results pertaining to the capacity of the intent
and/or headline to perpetuate negative social bi-
ases or stereotypes are given in Table 3.

A comparison of the percentage of headlines that
are considered socially acceptable, via the Z-test,
shows that there is a significant difference (z = 2.51
for T5-base, z = 2.39 for T5-large, and z = 3.48

6Calculated using https://py-pair.
readthedocs.io/

7H0: there is no linear relationship between the shift
in trust and headline label.

https://py-pair.readthedocs.io/
https://py-pair.readthedocs.io/
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Figure 1: Screenshot of a section of the survey, with one of the news headlines, its belief description, and
two of the questions for that headline and belief description.

Table 1: Number of responses for each batch. One of the responses from batch 7 was excluded because
the crowdworker had not answered all the questions.

Batch 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Responses (#) 8 2 2 2 3 2 5* 2 2 0 3 2 3 5

for GPT2-large vs. critical value of 1.96) between
the original study and our work for all three models.
Specifically, the original study reported higher val-
ues of socially acceptable headlines. The extent
to which the measured scores of social accept-
ability differ is not the same for all the models as
Belz (2022)’s coefficient of correlation, given in Ta-
ble 4, shows that GPT2-large exhibits the worst
reproducibility while T5-large is better than the two
alternative models.

Using the same test, we established that there is
also a significant difference (z = -4.01 for T5-base,
z = -3.80 for T5-large, and z = -1.09 for GPT2-large
vs. critical value of 1.96) in the percentage of texts
where there is an increase in trust after seeing the
intent in the case of T5. However, we found no
evidence that there is a significant difference in the
case of GPT2. Noteworthy is that the original study
recorded GPT2 as the model for whose intents
have the greatest capacity to increase trust in the
headline while the opposite was true in the current
study (even if not statistically significant). The Z-test
also showed that there is a significant difference
(z = -40.09 for T5-base, z = -39.33 for T5-large,
and z = -40.11 for GPT2-large vs. critical value of
1.96) in the percentage of texts for which there was

decrease in trust after seeing the intents.
The differences, with respect to a shift in

trust, can be attributed to the high number of in-
tents/headlines for which there was no change in
participants’ trust in the original study whereas no
participant’s trust was unaffected in our study.

We have found statistically significant evidence
that there is no correlation between shift in trust and
the class label in the case of T5-base, unless we
exclude low quality (i.e., quality < 3) generations.

4. Discussion

We first compare our results to those reported in
Gabriel et al.’s paper and then reflect on the repro-
ducibility process.

4.1. Comparison of results with the
original study

We now turn to confirm whether our study was
able to confirm Gabriel et al. (2022)’s original four
findings, as described in Section 3.1:

F1: Our results contradict this finding. Specifically,
we found that GPT2, the alternative model,
had higher quality generations than T5 (both
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Table 2: Human evaluations from the original and reproduced study. Cells from original study marked
with * indicate the statically significant existence of a correlation for α = 0.05. Cell marked with ‡ indicate
a statically significant the lack of a correlation for the same α value. Abbreviations: Orig = Original (i.e.,
Gabriel et al. (2022)), Corr = Correlation

Influence
Model Quality

(1-5)
+Trust (%) -Trust (%) Corr. (all

gens)
Corr. (qual-
ity ≥ 3)

Socially ac-
cept. (%)

Orig.
T5-base 3.61 8.33 7.82 0.24∗ 0.30∗ 75.30
T5-large 3.74 7.73 9.76 -0.03 0.09 74.66
GPT2-large 3.46 9.70 13.10 -0.04 0.10 74.66

Ours
T5-base 2.61 16.03 83.97 0.07‡ 0.99 68.67
T5-large 2.56 14.77 85.43 0.99 0.99 68.31
GPT2-large 2.77 11.68 89.38 0.99 0.99 65.30

Table 3: Percentage of headlines and intents that
perpetuate negative stereotypes. Abbreviations:
Sent = Sentence

Model Both
do

Neither
do

Sent. News
event

T5-
base

13.27 74.16 5.84 6.73

T5-
large

18.4 73.09 7.96 5.49

GPT2-
large

14.51 68.85 11.5 5.13

Table 4: Precision results for the socially accept-
able attribute between the original and current study.
Abbreviations: Unb. stdev = unbiased standard de-
viation, CV* = Belz (2022)’s coefficient of variation

Model Mean Unb.
stdev

CV*

T5-base 71.985 5.876 9.1827
T5-large 71.485 5.628 8.8564

GPT2-large 69.980 8.295 13.3352

T5-base and T5-large). GPT2 also had the
highest CV*, denoting the poor reproducibility
when compared to the alternative models. In
addition, the quality judgements of all the mod-
els were lower by about 1 point on a 5-point
Likert scale.

F2: It is not clear what value is used by Gabriel
et al. (2022) to determine a majority and our
interpretation of their results suggests that they
used ≥ 70. Based on that interpretation, our
results do not support this finding as we had
fewer generations that are socially acceptable.
There is a difference of 6-9 percentage points
between our results and theirs and the differ-
ence is statistically significant. This finding

can only be supported to relax the cut-off point
from ≥ 70 to ≥ 51.

F3: Our results confirm that all the models are
judged to be capable of influencing readers’
trust or distrust. However, there was a sig-
nificant difference in T5’s capability to reduce
trust. Specifically, our results show that its
generations are more likely to have greater in-
fluence in reducing trust while Gabriel et al.
(2022) found more cases where they had no
impact at all. There were also more cases
where T5-base’s generations positively shifted
trust vs. GPT2.

F4: Our results contradict this finding. In fact,
they show that T5-base is the only model for
which there is no consistent correlation be-
tween the actual label and shifts in trustwor-
thiness scores. When low quality (i.e., quality
< 3) generations are included, our evidence
demonstrates that there is no linear relation be-
tween the attributes. T5-large and GPT2 are
the only models for which there is a consistent
and strong correlation.

4.2. Challenges reproducing the study
The experiment’s methods could not be reproduced
exactly, due to several reasons. First, the Re-
proNLP project (Belz and Thomson, 2024) moved
to Prolific (cf. MTurk in the original study). This had
consequences for technically setting up the task.
We cannot directly use the form created and used
by Gabriel et al. (2022) for MTurk in Prolific. We
had to use experimental software compatible with
Prolific, such as LimeSurvey and Gorilla, or develop
a new form hosted on another server and link it to
Prolific to create a similar survey. We decided to
use LimeSurvey to facilitate the experiment while
maintaining the same objective. This allowed us
to rely on its existing features such as recording
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responses and collection of metadata pertaining to
submission times, time taken to complete the sur-
vey, etc. However, the layout differs from Gabriel
et al. (2022)’s survey.

Second, it was our decision to break up the task
into batches, which may, or may not, have been
done in the original study, as described in Section
3. With an estimated task completion time of 45
minutes for a batch of 45 headlines, it was deemed
unreasonable to make a participant assess a batch
of 600 headlines since that would have taken ap-
proximately 10 hours.

The change in evaluation platform used also re-
sulted in a difference in the number of participants
who evaluated each headline/intent pair per sur-
vey between the two studies. While our evaluation
instrument was set up to abide by the upper limit
of 3 responses per survey as much as possible,
as mentioned in Gabriel et al. (2022), via assign-
ing each worker to a batch that did not have ≥3
responses already. We still obtained more than
three responses for some batches, as included in
Table 1, since there were cases where some work-
ers were assigned to batches for which there were
other users who were already evaluating but had
not submitted their responses.

It is also possible that the way the headline and
intent are shown to each participant may differ from
the original study. We had access to a screenshot
of the instrument used by Gabriel et al. (2022) and
we determined that it uses a template (i.e., “News
Headline: $[sentence]") at the top of the survey to
display the information to be evaluated. However,
it was unclear how and when the intent was pre-
sented to each participant. As such, we took the
decision to include the intent alongside the news
headline, as shown in Figure 1.

The instrument used by Gabriel et al. (2022) so-
licited judgements on a nominal scale, to determine
whether the writer’s intent and/or headline perpet-
uates negative social biases or stereotypes. How-
ever, the solicitation of those judgements was not
described in the publication nor was there a pre-
sentation of the associated results. Nonetheless,
we decided to collect and report such judgements
for completeness.

An average cost of 12.60GBP (max of 12.62GBP)
was spent on renumerating each participant and the
figure includes the Prolific service fee of 3GBP and
a value added tax between 0.59-0.61GBP. This was
in line with the ReproNLP task’s (Belz and Thom-
son, 2024) instructions which mandated a value of
12GBP per hour. The extent to which this figure dif-
fers from the original study is unclear since the orig-
inal study does not specify how much evaluators
were compensated. It only mentions the workers
were paid $.6 per human intelligence task. How-
ever, it is unclear how many items were evaluated

by each participant. In addition, of the 600 items to
be evaluated, the authors excluded 12 since they
were deemed as malformed or unsuitable, but the
exclusion criteria were not reported/communicated.

Gabriel et al. (2022) note that they “obtained an
Institutional Review Board (IRB) exemption for an-
notation work, and ensured annotators were fairly
paid given time estimations.”, however it is unclear if
ethics approval was obtained for the evaluation task.
It is possible that the authors either use the same
term “annotator" to refer to both annotators and
evaluators, when discussing ethics approval, since
the latter are a subset of the crowd-workers that
were initially recruited, or they may have deemed it
unnecessary to seek ethics approval for the evalu-
ation. The University of Cape Town does require
ethics approval for experiments involving humans
or large datasets, however, and thus needed to be
obtained from the Science Faculty Ethics Commit-
tee. Besides filling in the form, this involved writing
from scratch a research proposal, a data manage-
ment plan, and a task-adapted consent form. It was
approved with reference number SCI/00635/2024.

5. Conclusion

Our reproduction of the human evaluation compo-
nent of the research reported in Gabriel et al. (2022)
contradicts two out of the four findings reported in
Gabriel et al. (2022), being F1 and F4. Specifically,
GPT2’s generations had better quality even though
Gabriel et al. (2022) found that T5’s generations
are better (F1) and T5 did not exhibit consistent
correlations between the actual label and shifts in
trustworthiness scores due to the inclusion of low
quality (i.e., quality < 3) intents (F4). Most model
generations were not rated as being “socially ac-
ceptable" (F2), unless one were to lower the cut-
off point for determining a majority from ≥ 70% to
≥ 51%. Lastly, our results confirm that all the mod-
els were capable of influencing readers’ trust or
distrust (F3). However, unlike the original study,
T5’s generations are more likely to have greater in-
fluence in reducing trust even though Gabriel et al.
(2022) found more cases where they had no impact
at all and there were more cases where T5-base’s
generations positively shifted trust vs. GPT2.
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