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Abstract

There is often a significant disparity between the performance of Natural Language Processing (NLP) tools as
evaluated on benchmark datasets using metrics like ROUGE or BLEU, and the actual user experience encountered
when employing these tools in real-world scenarios. This highlights the critical necessity for user-oriented studies
aimed at evaluating user experience concerning the effectiveness of developed methodologies. A primary challenge
in such ”ecological” user studies is their assessment of specific configurations of NLP tools, making replication under
identical conditions impractical. Consequently, their utility is limited for the automated evaluation and comparison
of different configurations of the same tool. The objective of this study is to conduct an extrinsic evaluation of
a question generation system within the context of an external task involving document linking. To do this we
conducted an ”ecological” evaluation of a document linking tool in the context of the exploration of a Social Science
archives and from this evaluation, we aim to derive a form of a ”reference corpus” that can be used offline for the
automated comparison of models and quantitative tool assessment. This corpus is available on the following link:
https://gitlab.lis-lab.fr/archival-public/autogestion-qa-linking

1. Introduction

Question Generation (QG) from text is a key task
in Natural Language Processing (NLP), attracting
increased attention for its role in testing the syn-
tactic and semantic understanding of generative
language models. Recent literature, including Guo
et al. (2024), documents the development and com-
parison of various neural generation techniques,
benchmarked against datasets like SQuAD (Ra-
jpurkar et al., 2016) using automated evaluation
metrics.

Intrinsic evaluations compare machine-
generated questions with a human-produced
reference set, employing ngram-based metrics
such as ROUGE to measure text fluency and
semantic similarity metrics like BERTScore, which
uses pre-trained BERT embeddings and cosine
similarity to assess the closeness of machine and
human-generated text.

Additionally, the relevance of human evaluations
in assessing question quality is crucial. For exam-
ple, Bojic et al. (2023) proposes a hierarchical set
of criteria for evaluating the semantic content and
formulation of Machine Reading Comprehension in-
put questions. As discussed by the authors, these
intrinsic benchmark evaluations primarily assess
question quality, they seldom address the ”useful-
ness” of questions in specific applications, indicat-
ing a need for extrinsic evaluation methods.

We propose to evaluate question generation
models through the task of document linking in
the general context of exploring Social Science
archives with specialized users.

Document Linking consists in adding hyperlinks
between documents of a collection according to
some criteria. When the criteria are explicit, like
in Wikipedia, evaluating the relevance of predicted
links means comparing them to a reference contain-
ing explicit hyperlinks (Brochier and Béchet, 2021).
However when the links are implicit, which is the
case when dealing with linking criteria such as tex-
tual similarity or entailment, evaluating links rele-
vance becomes difficult as it relies on subjective
criteria and therefore collecting gold annotation on
such data is a challenge.

In this study, we chose to conduct an experiment
using user journey logs 1 to establish sets of related
documents during a session. These sets can be
used to compare and evaluate different question
generation system through the link they produce.
Specifically, our aim is to evaluate our question gen-
eration system with the ”question-linking” paradigm
as presented in Antoine et al. (2023) with real users
by observing the journeys of a panel of testers.
These testers explored an interface designed for
discovering a collection of journal archives, which
offered various exploration options. Among these
options, users could select a passage and open
a window containing linked passages from other
articles.

We compares the links produced by four strate-
gies: the first uses paragraph similarity as a base-
line, the second involves similarity between (ques-

1The corpus collected in this study is available on
the following link : https://gitlab.lis-lab.fr/
archival-public/autogestion-qa-linking

https://gitlab.lis-lab.fr/archival-public/autogestion-qa-linking
https://gitlab.lis-lab.fr/archival-public/autogestion-qa-linking
https://gitlab.lis-lab.fr/archival-public/autogestion-qa-linking
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tion, answer) pairs, with questions generated by
a small (< 1B) model and answers extracted from
the text. The last two strategies focus solely on
question similarity, with one employing a small (<
1B) language model and the other a large (7B) Lan-
guage Model (LLM).

2. Question generation for exploring
archive collections

We have explored the potential utility of Question
Generation models in the context of exploring a
collection of documents. Even if current Question-
Answer (QA) models might be too simplistic for use
in practical archive exploration, the focus here is
on the use of Question Generation models. These
models are trained differently from QA models, as
they are designed to predict a question based on
an answer and a text document, as opposed to
generating a response given a question and a doc-
ument.

The key idea is to use Question Generation mod-
els to characterize documents in archives by cre-
ating a set of questions associated with the text
segments. This is achieved by selecting poten-
tial answers from text segments and generating
questions based on these answers and their con-
text. By comparing the questions and answers from
different documents, the system can predict links
between them, effectively adding an explainability
layer to the document exploration process. This al-
lows users to quickly assess the relevance of links
by examining the associated QA pairs, which can
save time compared to the traditional approach of
following every link to determine its significance.

We present below a short description of our ques-
tion generation and linking methods.

Question generation methods
We automatically generated questions on the collec-
tion using the same method as the one described
in Antoine et al. (2023). In this approach, a se-
mantic parser is used to select potential answers
from the articles. As proposed in Pyatkin et al.
(2021) and Bechet et al. (2022), a Semantic Role
Labelling (SRL) model following the PropBank for-
malism (Palmer et al., 2005) is used in order to
select answers candidates among the detected se-
mantic roles. Following this step, a question gen-
eration model is used to provide a question, given
the selected answer and its context. This model
is trained by fine-tuning the BARThez (Kamal Ed-
dine et al., 2021) language model on a French
corpus of question-answer-context triplets called
FQuAD (d’Hoffschmidt et al., 2020). To address
the model’s tendency to overgenerate potentially
meaningless or overly simplistic questions, a series

of filters are then applied to enhance quality and re-
duce quantity.These filters are based on resources
such as a thesaurus or a list of persons linked to
the applicative domains as well as textual indica-
tors. Here is a list of the indicators considered in
the filtering process:

1. #(pers): the number of person mentions be-
longing to a given list

2. #(th_answer) and #(th_question): the num-
ber of keywords from the thesaurus of notions
in respectively the answer and the question (to
add a control on the semantic relevance of the
question)

3. We compute the average length of the gener-
ated questions and extracted answers to cal-
culate the deviation from the mean of each
questions (quest_diff_mean) and answers
(ans_diff_mean)

4. We finally compute inter_qa, the percent of
intersection between the extracted answer and
the question (to avoid nonsensical questions
that contain the answer to their own question).

All these filters are used in a decision rule that
accept or reject a generated pair question/answer.

Linking methods
Links between items in the collection are pro-
duced using the same method as in Antoine et al.
(2023). The proposed approach is to gener-
ate links using questions and answers generated
from the text rather than directly on the text itself.
The embedding projection for each “<question>
| <answer>” pair structure uses the Sentence-
Transformer (Reimers and Gurevych, 2019) li-
brary, and more precisely the multilingual model
distiluse-base-multilingual-cased-v1 (Reimers and
Gurevych, 2020). A cosine similarity measure is
then employed between all pairwise combinations
of these embeddings, resulting in the computation
of a similarity matrix.

In this study we will perform an extrinsic human
evaluation where the usefulness of the questions
for document linking is studied.

3. Collecting logs from an exploration
interface

This study was conducted within the framework of
the French ANR project ARCHIVAL2, aimed at de-
veloping novel exploration methods for thematic
archive collections using machine comprehension
techniques. The archive collection chosen for this
study is a collection of social science journal articles

2https://anr.fr/Projet-ANR-19-CE38-0011

https://anr.fr/Projet-ANR-19-CE38-0011
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in French from the Autogestion (Self-management)
journal3. This collection is distributed in its digitized
form by the French Persée organization. It is part
of a larger pluridisciplinary multilingual mixed col-
lection (archives and documents) that has been
gathered since the 1960’s by the FMSH4 founda-
tion’s library. The full collection has been granted
the Collex label (Collection d’Excellence or Excel-
lency Collection) from the CollEx-Persée5 network
under the supervision of higher education and re-
search for the preservation of corpus of digitized or
natively digital documents.

This collection, published during a period ranging
from the 1960s to the 1980s, constitute a corpus
of 46 issues for an overall amount of 896 articles
(more than 6000 pages and 1.98M tokens).

In order to navigate in this large collection, the
interface homepage proposes a search engine and
two main access modes: a direct access through
timelines, tables of content and indexes containing
references to persons (all the authors and people
mentioned in the documents content) and notions
from a thesaurus of around 400 notions specifically
designed for the semantic domain of the journal.
The notions and persons are automatically detected
from the text of the articles, the method and the
exploitation of these functionalities by users are
out of the scope of the current study and are not
detailed here.

Once a user has entered the collection and
opened an article, he can further explore it with link-
ing mechanisms. The user can select a text area
in the article which becomes highlighted. This se-
lection corresponds to a particular area of interest
for which links to other documents in the collection
can be proposed according to two methodologies:

• Firstly question-linking method presented in
the previous section. A list of questions gener-
ated from the paragraph containing the high-
lighted text is displayed to the user who can
click on any of these questions to obtain a
list of n links to related paragraphs in other
documents calculated thanks to the method
presented before. Links are associated here
to references to the title and the authors of
the target documents as well as a snippet of
the target paragraph. The link is explained by
the pair of questions from the source and the
target paragraph. An example of document
linking and question explanation is given in
figure 1.

• Secondly, a method based on textual similarity
using SentenceBert (Reimers and Gurevych,

3https://www.persee.fr/collection/autog
4Fondation Maison des Sciences de l’Homme,

https://www.fmsh.fr/
5https://www.collexpersee.eu/le-reseau/

2019) is applied to the paragraph containing
the highlighted text in order to display the n
other paragraphs in the collection that mini-
mize the similarity criteria.

In our experiments, the amount of displayed links
was set to n = 10. An illustration of this text se-
lection and linking presentation method is given in
figure 2. Users can choose the document linking
method they want to use.

Within the interface, users can perform a variety
of actions to navigate and manipulate content. First,
they can open or close windows associated with
articles, notions, or persons.They can also switch
between different views, including the timeline, no-
tions page, and persons page.They can switch sub-
menus within an article window, whether it’s tog-
gling between viewing the article text, the notions
automatically extracted from the text or the person
cited in the text.
To seek relevant connections, users can also use
the links provided when selecting an area of inter-
est. All these actions are logged.

A first way of exploiting the logs would be to anal-
yse if users actually clicked on the links proposed
by the various algorithms. If this is an interesting
way to analyze user journeys and their acceptation
of the functionalities, it is not enough to provide
a reproducible evaluation framework to compare
several question generation approaches or several
linking strategies. In this work, in order to propose
a reproducible evaluation protocole, we consider
that the set of documents consulted by a given
user during a test session constitutes a coherent
set of documents that are of interest for him/her.
We will call this set of consulted documents a user-
log collection. Then we want to check a posteriori
if, starting from one document of the collection, a
given exploration approach would allow to reach
other documents from the same collection. We
formulate the hypothesis that proposing links that
allow users to reach more easily other documents
of interest is more helpful. Hence we can compare
several linking methods, beyond the ones that were
originally implemented during the collection phase.

4. From log collection to extrinsic
evaluation

This section describes how we turn the set of doc-
uments in our corpus into a graph according to a
given linking method, and how we can evaluate
such graphs thanks to the user-log collections de-
scribed earlier.

Graph creation
For each linking method L, the first step in our
process is to turn our document collection into a
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Figure 1: Example of highligthed source and target paragraph with question explanation

Figure 2: Text selection and link production interface

graph GL. This is achieved by considering all the
documents within our corpus which contain auto-
matically generated links. Each node in GL corre-
sponds to a document (an article of the Autogestion
journal), and we add an edge between document
A and document B, noted (A,B), if there is at least
one link connecting a paragraph from A to a para-
graph in B thanks to the linking method L. This
is a directed graph as all linking methods are not
necessarily symmetrical.

We apply a weight to all the (A,B) edges of this
graph between a document A and a document B
according to the following principle:

1. for each edge (A,B) we compute the number
of direct links between documents A and B,
called NL(A,B)

2. to normalize these numbers at the document
level, for each document A, we rank all the
outgoing edges from A to any other document
(A, .) in the collection according to the values
NL(A, .).

3. the weight of edge (A,B) called WL(A,B) is
the rank of this edge among all the outgoing
edges from document A sorted by NL(A, .).

The best weight an edge (A,B) can have is
WL(A,B) = 1, corresponding to the pair of doc-
uments having the highest number of links accord-
ing to the linking method L. The worst weight
for WL(A,B) is the maximum number of outgoing
edges from A (bounded by the number of docu-
ments in the collection).

The document graphs obtained for each linking
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Figure 3: Example of number of jumps (without weight for clarity) between documents in a user log,
compared between two linking methods on the collection. Note that because our graph is directed, the
number of jumps between two documents, e.g. A and B (5 for method 1) will be different than between B
and A (6 for method 1).

method are evaluated by their ability of visiting ef-
ficiently, by taking into account the weights previ-
ously described, each user-log collection of docu-
ments. As we can see in figure 3 where no weight
is specified for clarification purpose, to visit all doc-
uments selected by user 1, we need to follow on
average 4.83 links with the linking method 1 and
2.75 with method 2. Therefore, we will consider that
the linking method 2 is more efficient for recreating
the journey of user 1 than method 2.

Metric

To evaluate the quality of our different methods
on the graph produced, we use the average num-
ber of jumps corresponding to the average length
in terms of edges in the weighted shortest paths
between all node pairs in a set of documents.

This metric can be viewed as the number of links
to be clicked on in a source document to reach
the target article, or the number of intermediate
articles to be visited, counting the initial one, as
shown in figure 3. Since weights in our graph are
in increasing order of importance (the best weigh is
1), finding the length of the weighted shortest path
between documents A and B gives insight into the
likelihood of a reader navigating from A to B via
recommendation links.

We can then compare these values across meth-
ods and juxtapose them with the average number
of weighted jumps between all document pairs in
the collection.

5. Experiments

5.1. User log collection

Three test sessions were held in May, June and
November 2023 to test the ARCHIVAL demonstra-
tor with potential users. During the first test day
a total of sixteen testers came together for a ex-
periment of discovery and familiarization with the
ARCHIVAL system. Two panels were set up to
carry out two test sessions: the morning session
brought together ten testers, mainly researchers in
information and communication sciences, while the
afternoon session was made up of six testers with a
profile of library and documentation professionals.
Four testers were invited for the second session of
experiment: two information and communication
sciences teacher-researchers, a PhD student and
teacher-documentalist, and a librarian. Then the
third session gathered five expert researcher in the
domain of the OCRized journal. For each test ses-
sion, the general framework was the same and we
consider all testers to be part of a single panel of
25 users.

During each test session, testers were instructed
to explore the demonstrator freely. After 40 minutes
of free exploration where we observed their use of
the interface, they answered an initial general ques-
tionnaire on their apprehension and appropriation
of the device, their use of certain functionalities
and their documentation habits. The testers then
continued the experiment using suggested entry
articles.



68

5.2. Linking strategies
We performed question generation and linking on
the 896 documents used in this study. The average
number of questions generated by the BARThez
model for each granularity level are given in table 1
as well as the percentage of elements containing at
least one question for each level. We can see that
about 16% of the documents do not contain any
question, this corresponds mainly to the summaries
or bibliography where we could not generate ques-
tions. Less than half of all paragraphs contain at
least one question, with an average of 1.0 questions
per paragraph and 2.7 if we exclude paragraph with
no questions at all. The 60.4% of paragraph that
doesn’t contain any question consists either of very
short ones such as end notes, titles and all micro-
textblocks detected by the OCR or of paragraphs
where our question filtering process discarded all
the questions generated as being non relevant.

For comparison, a second question genera-
tion method based on a larger model, Mistral-7B-
Instruct-v0.2 (Jiang et al., 2023) was employed.
This time, generation was conducted directly at the
page level, without prior extraction of potential an-
swers, utilizing an empirically created prompt (as
see in listing 1) and no additional filters. Pages
were selected based on the presence of at least
one question generated by the BARThez model
for generation with Mistral-7B-Instruct-v0.2. We
aligned the number of generated questions to the
one obtained with the previous approach, a portion
of questions were randomly removed to ensure bal-
anced comparison. Subsequently, an average of
71.6 questions were generated per article using
this method.

Listing 1: Mistral prompt
You're a professor of history in the

field of human and social
sciences. Annotate the document
in the form of open questions in
French as you read about key
elements of the given paragraph.
The questions shouldn't be too
verbose, and may relate to
elements whose answers are
present in the paragraph or not.

{document}
Questions :
-

Following the methodology in section 5 We have
generated four document linking graphs, as de-
scribed in figure 3, one for the question-linking
method Gqa using both questions and answers to
compute similarity measures, and one for the para-
graph similarity method Gpara. The two other ones
correspond to the graphs produced by the same
method, applied only on the questions of BARThez

Measure Article Page Paragraph
avg. nb. Q. per element 70.4 9.4 2.7

% elements with Q. 83.8% 84.6% 39.6%

Table 1: Average number of questions generated
at each level of granularity (document, page, and
paragraph) for the BARThez model and percentage
of articles with at least one question
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Figure 4: Count of document by number of incom-
ing and outgoing links for Gqa

Gq and Mistral Gmistral, the latter having no answer
extraction.

To build Gqa we computed the cosine similarity
metric between all the SentenceBert (Reimers and
Gurevych, 2019) embeddings of the concatenation
of the question and answer (question + answer) and
kept the top 10 links for each of them. The question
where generated on 896 articles (corresponding to
nodes) and produced 136,478 unique links in total
(corresponding to edges).

For Gpara we computed the cosine similarity met-
ric using the embedding of the paragraphs having
produced at least one question. We generated the
links with the same constraints as for the questions
+ answer, with a maximum of 10 links. We produced
129,550 unique links for this methods.

Finally, for Gq and Gmistral we computed the
cosine similarity metric directly on the embeddings
of the generated questions of both models. We
generated the links with the same constraints as
for the questions + answer, with a maximum of 10
links. We produced respectively 147,662 unique
links for Gq and 153,454 unique links for Gmistral.

5.3. Results
All our constructed graphs feature a single, strongly
connected component. This result shows that it’s
possible to explore the entire collection using the
links produced by all the used methods, without
getting stuck in a clique.

In our experiments we have 25 users, so we
used 25 user-log collections, with an average of
13.7 documents in each set.



69

#links Average number of jumps
Graph avg. All articles User logs
Gpara 144 5.18 4.34
Gqa 152 4.88 4.01
Gq 165 4.69 3.83
Gmistral 174 5.26 4.34

Table 2: Average number of links (in and out) for
each method and average number of jumps for all
pairs of articles in the entire collection (All articles)
and in user-log collections

The average number of unique links in and out of
each document is given in table 2. A more precise
breakdown of articles according to their number
of incoming and outgoing links for Gqa is shown in
figure 4.

We can see in table 2 that for all methods, the
average number of jumps between the users ar-
ticles is lower than the average number of jumps
between articles in the collection. We can assume
that those methods gives the user easier access to
articles considered relevant than to a random arti-
cle, the link using question being the one bringing
explored articles closer together.

BARThez’s question-only linking method gives
the best results over the other results, and specif-
ically over his question+answer variant, with the
shortest average path. This result is consistent
with feedback from platform users who told us that
they didn’t find the answer useful in their search for
links, and that it could even confuse them.

The questions produced by Mistral do not yield
links as dense as the other question generation
methods, with scores close to the one of the sim-
ilarity between paragraph. This can be explained
by several factors, the first being the granularity
of the generation, at page level rather than para-
graph level. The second is the generation method
and task, with prompting for more open-ended and
general questions than SQuAD-style text compre-
hension questions with already-defined answers.
The last is the absence of an expert filter on ques-
tion generation, as described in section 2.

These experiments show that it is possible to use
logs from users exploration in order to compare and
evaluate linking methods as an extrinsic task for
evaluating the usefulness of question generation
methods. The results obtained can give some in-
dications about the efficiency of finding connected
documents with a given linking method.

6. Conclusion

In this paper, we introduced a framework and
approach for harvesting ecological user logs to
evaluate a question generation method trough an

extrinsic document linking task. By exploiting graph
metrics, we conducted evaluations using these
logs to gain insights into the links generated by
our method, comparing them with links produced
by a LLM and traditional linking techniques. Our
results highlight a notable observation: even a
compact model such as BARThez, enhanced with
expert filters and heuristics, can outperform a
generic-purpose LLM in generating task-specific
questions. This underscores the effectiveness
and robustness of our methodology in enabling
a comparison of questions through an extrinsic
document linking task, offering insights into the
efficacy of various question generation approaches
trough this specific task. The data collected in this
study is available on the following link: https:
//gitlab.lis-lab.fr/archival-public/
autogestion-qa-linking.
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