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Abstract
Text simplification refers to the process of rewording within a single language, moving from a standard form into
an easy-to-understand one. Easy Language and Plain Language are two examples of simplified varieties aimed
at improving readability and understanding for a wide-ranging audience. Human evaluation of automatic text
simplification is usually done by employing experts or crowdworkers to rate the generated texts. However, this
approach does not include the target readers of simplified texts and does not reflect actual comprehensibility. In
this paper, we explore different ways of measuring the quality of automatically simplified texts. We conducted a
multi-faceted evaluation study involving end users, post-editors, and Easy Language experts and applied a variety
of qualitative and quantitative methods. We found differences in the perception and actual comprehension of the
texts by different user groups. In addition, qualitative surveys and behavioral observations proved to be essential in
interpreting the results.

Keywords: automatic text simplification, Easy Language, post-editing, human evaluation, reading compre-
hension

1. Introduction

Text simplification is a form of intralingual transla-
tion, or rewording, within one language, i.e. from
the standard variety into a simplified variety (cf.
Hansen-Schirra et al., 2020). Easy Language
and Plain Language are two examples of easy-to-
understand varieties aimed at optimizing the read-
ability and comprehensibility of texts for a wide and
heterogeneous target audience. More specifically,
Easy Language is a strongly controlled form of lan-
guage and is based on strict sets of rules (Maaß,
2020; Bock and Pappert, 2023). Primary target
groups include persons with intellectual disabilities,
persons with functional illiteracy, L2 learners as well
as persons with dementia, prelingual hearing im-
pairments, and aphasia (Bredel and Maaß, 2016).
As a natural language processing task, automatic
text simplification (ATS) has increasingly gained
traction in recent years (Štajner, 2021). However,
there is no consensus on best practices for evalu-
ating simplified texts, resulting in inconsistencies
in the methods used (Grabar and Saggion, 2022).
Most commonly, automatic evaluation metrics are
used, which have been shown to be unreliable
(Alva-Manchego et al., 2021).

Studies that involve human evaluation typically
employ experts or crowdworkers to rate different
aspects of the output text such as simplicity, flu-
ency, and adequacy on Likert-style scales (Štajner,
2021). However, those approaches have several
shortcomings: first, they are not representative of
the primary target groups of simplified texts. Sec-
ond, they do not include other stakeholders such
as post-editors. Third, they heavily rely on sub-

jective ratings, which may not be indicative of the
functionality of the simplified texts, i.e., enhanced
comprehensibility.

In this paper, we contribute to the current de-
bate on best practices for human evaluation by
exploring different ways of measuring the quality of
automatically simplified texts. Our methods span
the quantitative to the qualitative, the subjective to
the objective, and our raters range from Easy Lan-
guage professionals to end users. Specifically, we
conduct three evaluation studies: an end-user com-
prehensibility evaluation (Section 3), a post-editing
productivity study (Section 4), and an expert evalu-
ation (Section 5). Finally, we discuss the benefits of
such multi-faceted evaluations of ATS and provide
recommendations for future work.

2. Background and Related Work

2.1. Human Evaluation of Text
Simplification

In terms of human evaluation, previous research
has primarily relied on Likert-scale ratings of sim-
plicity, fluency, and adequacy or meaning preser-
vation for evaluating the quality of ATS output (Al-
Thanyyan and Azmi, 2021; Stodden, 2021; Ryan
et al., 2023; Martin et al., 2022; Štajner and Ni-
sioi, 2018; Mallinson et al., 2020). The raters in
these studies are typically researchers, students,
or crowdworkers.

Štajner (2021) argued that evaluating ATS out-
put quality should include the usability by target
readers. However, evaluation including target
groups of Easy Language are rare. Notable ex-
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ceptions include studies involving deaf and hard-of-
hearing adults (Alonzo et al., 2021), persons with
intellectual disabilities (Huenerfauth et al., 2009;
Saggion et al., 2015) or dyslexia (Rello et al.,
2013b,a,c), and language learners (Crossley et al.,
2014). In some cases, comprehensibility is as-
sessed based on comprehension tests, e.g., using
multiple-choice questions (Leroy et al., 2013, 2022;
Fajardo et al., 2014; Charzyńska and Dębowski,
2015; Alonzo et al., 2021), cloze tests (Charzyńska
and Dębowski, 2015; Redmiles et al., 2019), or free
recall questions (Leroy et al., 2013, 2022). More
rarely, measurements of reading behavior such as
reading speed (Alonzo et al., 2021; Crossley et al.,
2014; Saggion et al., 2015; Rello et al., 2013a),
scrolling interactions (Gooding et al., 2021), or eye
movements (Rello et al., 2013a,c) are obtained.

2.2. Evaluation of Post-editing Effort
The widespread use of post-editing in interlingual
translation has spurred significant research inter-
est in how translators engage in this task and the
level of effort involved. Since Krings’ (2001) semi-
nal work, it has been widely recognized that post-
editing effort encompasses three main dimensions:
temporal, technical, and cognitive (cf. Alvarez-Vidal
and Oliver, 2023). Temporal effort is easily quan-
tifiable and directly influences productivity and is
thus used to determine translators’ post-editing
rates. Technical effort pertains to the editing ac-
tions performed during post-editing, such as text
productions, text eliminations, replacements, and
shifts, often analyzed using keylogging data and
specialized software. Finally, cognitive effort refers
to the mental processes underlying post-editing,
even when no tangible changes are made to the
raw machine translation (MT) output. Measuring
cognitive effort is challenging due to its complexity,
but pauses have emerged as indicative of cognitive
load. Lacruz et al. (2012, 2014) proposed measur-
ing clusters of short pauses, which revealed a clear
correlation with post-editing effort. To the best of
our knowledge, the present paper represents the
first evaluation of post-editing effort for text simplifi-
cation.

3. End-user Evaluation

In this section, we describe an evaluation involving
two groups of end users (with and without intellec-
tual disabilities). We measured text comprehensi-
bility with comprehension questions and perceived
difficulty of automatically simplified German texts
and compared those measurements to the origi-
nal (non-simplified) source texts and manually cre-
ated reference simplifications of those texts. The
end-user evaluation was already described in more

detail in Säuberli et al. (2024) and will only be sum-
marized here.

3.1. Materials and Methods
3.1.1. Texts and Comprehension Questions

The texts we used in this study are part of a parallel
corpus of original and simplified German texts. The
corpus was made available to us by a commercial
provider of text simplification services in the con-
text of a large-scale research project on automatic
text simplification. The texts span various topics
and genres, including news, administrative texts
and political advertisements. Their lengths range
between 100 and 600 words.

Each text exists in three versions: (1) the original
source text, (2) a reference simplification, which
was manually created by the provider, and (3) an
automatically simplified version. We generated the
latter with a transformer-based model fine-tuned
on data from the same parallel corpus using the
approach described in Rios et al. (2021).

Based on the source and reference texts, we cre-
ated four multiple-choice comprehension questions
for each of the 12 texts. One of the questions was
about the overarching topic of the text (with four
answer options), while the remaining three asked
about specific details in the text (with three answer
options each).

Since the ATS model sometimes omits informa-
tion from the source text, and the comprehension
questions were written only based on the source
and reference texts, some of the questions are not
answerable based on the automatically simplified
version. Therefore, we added a fourth answer op-
tion “Information does not appear in the text” to the
detail questions.

3.1.2. Participants

To compare comprehensibility among different pop-
ulations, we recruited two groups of participants.
The target group consisted of 18 persons with in-
tellectual disabilities, i.e. a primary target group
of Easy Language. The control group consisted
of 18 native German speakers without intellectual
disabilities. All participants took part on a voluntary
basis and were compensated monetarily.

3.1.3. Procedure

Data collection was conducted using a mobile app
which allowed participants to read and rate the texts
and answer the comprehension questions. The
texts were randomly assigned to participants such
that each participant read exactly one version of
each of the 12 texts.

After reading a text, participants were asked to
rate the difficulty of the text on a five-point scale
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Figure 1: Difficulty estimates of the text versions based on responses to the comprehension questions
and ratings. Points are posterior medians, error bars are 80%, 90% and 95% credible intervals (CI). A
bracket with ▲ indicates that the 80% CI of the difference between the two parameters does not include
zero (i.e., we are 80% confident that there is a difference). Similarly with ▲▲ for 90% CI and ▲▲▲ for 95%
CI.

(from “very difficult” to “very easy”). The text was
then shown again, and the comprehension ques-
tions were displayed at the same time. Apart from
the responses to the rating and comprehension
questions, we also collected behavioral data, in-
cluding reading speed and response time.

3.2. Results
In this section, we will highlight the results for com-
prehension questions and difficulty ratings. Refer
to Säuberli et al. (2024) for more detailed results.

To estimate the difference in comprehensibility
between the three text versions based on the re-
sponses to the comprehension questions and the
ratings, we applied Bayesian one-parameter logis-
tic item response models (also known as Rasch
models; Fox, 2010) and modeled the difficulty of the
text version as an additional latent trait (cf. Linacre,
1989). We used separate models for each group.

The difficulty estimates based on the comprehen-
sion questions and the difficulty ratings are shown
in Figure 1. For the target group, the ATS output
was not significantly different from the source or
the reference in terms of difficulty. For the control
group, the output was even slightly more difficult
than the source. The difficulty ratings also show
remarkable differences between the two groups.
While the target group rated the ATS output as be-
ing simpler than the source text, the control group’s
ratings suggest that the output was equally difficult

as the source and significantly more difficult than
the reference.

3.3. Discussion
Several remarkable differences can be observed
between the results of the two groups. First, the
estimated effects are smaller and more uncertain
in the target group. This is likely due to the het-
erogeneity of the target group, but also due to
noisier data. The behavioral measurements show
that reading speeds varied widely within the tar-
get group, suggesting that some participants did
not read the texts carefully before rating, leading
to less predictable responses. This interpretation
is supported by the fact that the target group’s dif-
ficulty ratings did not differ significantly between
the source and reference texts, while the control
group’s ratings did.

4. Post-editing Evaluation

4.1. Methods
In our post-editing (PE) evaluation, we observed
human translators post-editing the output of the au-
tomatic text simplification model (cf. Section 3.1.1)
and we quantified PE effort. The following meth-
ods were employed: (a) a pre-task questionnaire to
collect professional background data as well as at-
titudinal data on participants’ practices in both inter-
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and intralingual translation settings; (b) automatic
recording of participants’ unfolding typing process
in manual simplification (MS) vs. PE tasks; (c) a
post-task questionnaire to investigate how the par-
ticipants rated their productivity during the tasks;
and, finally, (d) a comparative analysis of produc-
tion time and effort required.

In line with common practice in translation pro-
cess (cf. Alves, 2003; Kappus and Ehrensberger-
Dow, 2020) and post-editing research (cf. Krings,
2001; Alvarez-Vidal and Oliver, 2023), several
quantitative measures were used to determine the
effort involved in manually simplifying the eight
source texts and in post-editing the corresponding
automatically simplified target texts. More specif-
ically, effort was quantified in terms of task dura-
tion, number of keyboard and mouse-based user
events (as a measure of addition, change, regres-
sion or navigation), number of cognitive pauses
(i.e., pauses with duration greater than 2000 mil-
liseconds), and total pause time.

4.2. Participants and Procedure
Four German-speaking professional translators
from a commercial provider of text simplification
services were recruited through self-selection sam-
pling. Each participant was given detailed step-
by-step instructions to perform two MS and two
PE tasks in their workplace. Eight source texts
were used in this phase of the study. Texts were
selected from an ad-hoc pool of texts used for all
human evaluations (cf. Section 3.1.1). To prevent
bias during the PE activity, each participant man-
ually simplified and post-edited two different pairs
of texts. Keystroke logging (GenoGraphiX-Log; cf.
Caporossi et al., 2023) and screen recording of
both processes were employed.

4.3. Results
Data from the pre-task questionnaire showed that
participants (P) had three to five years of profes-
sional experience in text simplification and various
degrees of expertise in interlingual MT and PE, with
responses spreading evenly across choices (from
‘no experience’ to ‘3-5 years’ of experience). On the
other hand, participants’ background in automatic
intralingual text simplification and PE was signif-
icantly lower, with three out of four respondents
having less than one year of experience.

Table 1 shows the total and mean values for each
measure of effort compared between the MS and
PE tasks. Student’s t-tests with unequal variances
were used for statistical analysis. All statistical tests
were one-tailed with a 5% level of significance (p <
0.05).

As can be seen from Table 1, no significant dif-
ference could be determined for any of the effort

measures considered. This means that the statisti-
cal data do not suggest any significant decrease in
effort in either MS or PE activity.

However, it should be emphasized that border-
line statistical values relating to three user events
categories were extracted (see Table 2 for a de-
scriptive user events analysis). The mean number
of text productions (i.e., textual inputs) in the MS
tasks was higher (i.e., 2105, range of 952–3429)
than the mean number of text productions in the
PE tasks (i.e., 1417, range of 513–3043; t = 1.77;
p = 0.06). On the other hand, the mean number
of cursor navigations (i.e., navigation key presses)
in the MS tasks was lower (i.e. 118, range of 4–
548) than the mean number of cursor navigations
in the PE tasks (i.e. 724, range of 4–2265; t = 1.85;
p = 0.05). Similarly, study participants in the MS
tasks made on average fewer mouse clicks (i.e.,
55, range of 2–92) than they did in the PE tasks
(i.e., 94, range of 7–226; t = 1.81; p = 0.09).

In the post-task questionnaire, respondents were
asked to rate their perceived productivity on a 5-
point Likert scale (5 = very high). Self-assessed
productivity reached an average rating of 4.25 in the
MS tasks. In their comments, respondents reported
that they could generally maintain a high concen-
tration during the task and that the source texts
were “readily comprehensible”. In the PE tasks,
self-assessed productivity reached an average rat-
ing of 3.00. Three out of four respondents were
unanimous in pointing out that “cognitive pauses”
were often necessary, ultimately affecting produc-
tivity. Despite admitting that the automatic output
provided a helpful “rough structure” and seemingly
good translation solutions, respondents reported
that the target texts lacked coherence. In addi-
tion, they emphasized that a painstaking source-
target comparison was necessary to validate the
adequacy of the automatic output, which resulted
in higher time expenditure and lower productivity.
On the other hand, one respondent stated that the
post-editing activity required little effort overall, as
the source texts were “relatively easy”.

4.4. Discussion
The mean productivity value that participants self-
reported was 1.25 points higher in the MS tasks
than in the PE tasks. Nonetheless, our statistical
analysis did not suggest any significant increase in
productivity in either manual simplification or post-
editing activity. Factors that may have affected the
results include participants’ main expertise in man-
ual simplification (vs. post-editing). Furthermore,
a different working environment – that is, the use
of keystroke logging software to perform the MS
and PE tasks – may have had an impact on the par-
ticipants’ translation activity and/or their perceived
productivity.
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Mean (per P per task)
Effort measure MS PE Student’s t-test
Task duration (h:m:s) 00:21:15 00:22:14 p = 0.43 | t = 1.78
User events 2760* 2556 p = 0.39 | t = 1.79
Number of cognitive pauses 87.57* 88.25 p = 0.48 | t = 1.78
Pause time (h:m:s) 00:18:47* 00:19:22 p = 0.45 | t = 1.77

Table 1: Total and mean values for each measure of effort compared between manual simplification (MS)
and post-editing (PE) tasks (* P1 completed both MS tasks but did not submit keystroke logging data for
the second MS task). Right column: statistical analysis of each measure of effort in manual simplification
(MS) and post-editing (PE) tasks according to two-sample Student’s t-tests assuming unequal variances.

P1 P2 P3 P4
User events MS* PE MS PE MS PE MS PE
Text productions 1708 1092 5697 3064 2772 1308 4559 4665
Text eliminations 87 428 894 767 321 122 773 1450
Cut events 0 1 3 7 2 1 2 3
Copy events 0 2 1 1 0 3 1 0
Paste events 0 4 6 8 2 6 12 4
Cursor navigations 153 3171 16 66 95 9 567 2553
Mouse events 2 23 156 274 80 124 150 333
Misc. events (e.g., modifier keys) 133 136 567 336 181 83 383 407
Total user events 2083 4857 7340 4523 3453 1656 6447 9415

Table 2: Events analysis per study participant (P) in manual simplification (MS) and post-editing (PE)
tasks. Combined values (i.e., two MS tasks and two PE tasks) per study participant (* P1 completed both
MS tasks but did not submit keystroke logging data for the second MS task).

5. Expert Evaluation

5.1. Methods

In our expert evaluation, we obtained translation
quality ratings from experts in German Easy Lan-
guage translation. In this phase, we employed an
online evaluation questionnaire in which four evalu-
ators performed a source-based direct assessment
(cf. Graham et al., 2013; Federmann, 2018) of the
target texts. The questionnaire was developed with
LimeSurvey1 and comprised eleven items, of which
three collected professional background data, and
eight presented two parallel texts each, i.e. one
source text and one corresponding target text. For
each source text used in the post-editing productiv-
ity study (cf. Section 4.2), four corresponding sim-
plified versions were employed, i.e. one reference
text, one automatically simplified text, one manually
simplified text, and one post-edited text – the latter
two being produced during the post-editing study
(cf. Section 4). Based on the experts’ evaluations,
the end quality of the experimental units was then
analyzed and compared.

1https://www.limesurvey.org/

5.2. Participants and Procedure
Four Swiss-based German-speaking experts in
Easy Language translation were recruited through
purposive sampling. A 4x8 Latin square gave us a
total of 32 experimental units and secured an unbi-
ased response. Evaluators were asked to assign
simplicity, adequacy, and fluency scores on 5-point
scales (5 = maximal quality; cf. Grabar and Sag-
gion, 2022) to each target text (see Table 3) and,
if desired, insert comments. Evaluators were not
provided with any information about how the target
texts had been produced.

5.3. Results
All four evaluators had over five years of profes-
sional experience in text simplification and regu-
larly provided a wide portfolio of Easy and Plain
Language services, including intra- and interlingual
translations, text production, and text validation in
collaboration with the target groups. A comparison
of the average simplicity ratings for each target text
category shows that the manually simplified texts
produced during the post-editing productivity study
(cf. Section 4) were rated higher (i.e., 4.38, range
of 4–5) than the other three categories (see Table
4). A similar pattern emerged for the adequacy
and fluency ratings: the manually simplified texts

https://www.limesurvey.org/
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Rating Simplicity
Q1: How does the
target text differ
from the original
text?

Adequacy
Q2: Does the target
text reflect the con-
tent of the original
text?

Fluency
Q3: Is the target
text fluent and gram-
matical?

5 much easier completely fluent
4 easier mostly mostly
3 equally difficult partially partially
2 more difficult mostly not mostly not
1 much more difficult not at all not at all fluent

Table 3: Simplicity, adequacy and fluency scales used in the expert evaluation questionnaire (Q =
question).

Target texts Simplicity Adequacy Fluency
RT 4.25 3.75 3.75
AS 3.38 3.63 3.13
MS 4.38 4.25 4.25
PE 4.25 4.25 3.50

Table 4: Average simplicity, adequacy, and fluency
ratings for each target text category (RT = reference
target text, AS = automatically simplified text, MS
= manually simplified text, PE = post-edited text).

consistently obtained the highest average ratings
(i.e., 4.25, range of 3–5), while the automatically
simplified texts were assigned the lowest average
ratings (i.e., 3.63, range of 1–5, and 3.13, range of
2–4, respectively) (see Table 4).

The ratings of simplicity, adequacy, and fluency
are consistent with the experts’ comments in the
evaluation questionnaire, in which seven out of
eight experts reported finding the automatically sim-
plified texts mostly not adequate. Simplification
techniques were also considered to be only par-
tially effective. On the other hand, the manually
simplified texts were often reported as being “very
good”, even though it was also emphasized that
they did not consistently comply with German Easy
Language guidelines. As for the post-edited texts,
most evaluators remarked on several simplicity as
well as adequacy issues. Refer to Appendix A for
examples of expert comments.

5.4. Discussion
The outcomes indicate that the automatic text sim-
plification model under examination is not ready
for deployment with or without post-editing, mainly
due to weak simplification capabilities. As previ-
ously highlighted, the automatically simplified texts
obtained, in fact, the lowest ratings across all eval-
uation metrics. In retrospect, it would have been
beneficial to collect additional background data to
identify the specific sets of Easy Language guide-

lines that experts commonly employed and referred
to in their evaluations. Such data could have pro-
vided support for both the quantitative (i.e., ratings)
and qualitative (i.e., comments) findings.

6. Overall Discussion

6.1. Advantage of Multi-stakeholder
Involvement

Involving multiple stakeholders in ATS processes
and assessments holds significant value for ensur-
ing the ultimate quality and functionality of simpli-
fied texts. In our study, experts played a pivotal role
by evaluating the adherence of texts to established
guidelines, thereby offering critical insights into the
simplicity, adequacy, and fluency of the simplified
content (cf. Section 5). Conversely, post-editors
contributed valuable feedback regarding productiv-
ity gains (cf. Section 4). Additionally, the perspec-
tives of end users were indispensable for gauging
the comprehensibility and acceptability of simplified
texts in real-world contexts (cf. Section 3). It is cru-
cial to acknowledge that linguistic complexity per-
tains to individual cognitive costs (Hansen-Schirra
et al., 2020; Pallotti, 2015), and that text simplifi-
cation efforts cater to highly diverse target groups.
Hence, the active involvement of target audiences
and the consideration of individual variability are
paramount in optimizing the effectiveness and in-
clusivity of text simplification.

6.2. Advantage of Mixed-method
Approaches

Mixed-method approaches offer several advan-
tages in ATS studies. Given the inherent challenge
of directly measuring reading comprehension be-
haviors, triangulating multiple proxies becomes im-
perative. The use of rating scales poses similar
challenges, as interpretations may vary among par-
ticipants (Stodden, 2021). Equally, qualitative find-
ings regarding end users’ perceptions of complex-
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ity may diverge from quantitative metrics (Säuberli
et al., 2024; Carrer, 2021; Benson-Goldberg et al.,
2024), highlighting the importance of discerning dis-
crepancies between perception and actual compre-
hension. Therefore, the adoption of mixed-method
approaches not only enhances the robustness of
research findings but also enables a more nuanced
exploration of complex behaviors.

7. Conclusions

We conducted an extensive evaluation study in-
volving end users, post-editors, and experts as
stakeholders, and using a combination of quanti-
tative/qualitative and objective/subjective methods.
The results showed that there are differences in
comprehensibility and perception of simplified texts
between different user groups. We also found that
qualitative surveys and behavioral observations
can be essential in interpreting the results. These
differences need to be accounted for in human eval-
uations of ATS models. Specifically, the following
recommendations emerged from our experiments:

• Whenever possible, include target readers to
assess comprehensibility.

• Do not rely solely on perceived quality ratings
and assess the quality and functionality of the
output as directly as possible, e.g., by measur-
ing comprehension or post-editing effort.

• Collect qualitative data (e.g., through surveys
or interviews) and behavioral measurements
(e.g., while reading or post-editing) to support
the interpretation of quantitative results.

• When collecting expert ratings, clearly define
the Easy Language guidelines to be taken as
a reference and ask the evaluators to specify
which rules were not observed.

As ATS research begins to harness the new po-
tential of large language models (Kew et al., 2023),
future research should adopt a more human-centric
and holistic approach to evaluation. We believe that
this is essential for ensuring that the technological
advancements yield tangible benefits for the end
users of those technologies.
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A. Expert comments

The following is a selection of comments from the expert evaluation. Comments were translated into
English from German.

A.1. Automatically simplified text (AS)
7 out 8 experts reported finding the AS texts mostly not adequate.

• “The TT contains some ‘information vagueness”’

• “In terms of content, these are two different texts”

• “The simplification is mainly achieved through a different text structure”

• “This text is not in Easy Language. At most, it is a shortened version of the original text”

A.2. Manually simplified text (MS)
Often reported as being "very good".

• “very good”

• “One of the better texts in this questionnaire”

• “Again, this text is not in Easy Language, although it does comply with many of the rules”

• “The rules are not consistently adhered to”

A.3. Reference text (RT)
More in line with Plain Language properties.

• “One of the better texts here and much easier to understand for the target group”

• “The target text combines two different language levels”

• “Here too: Target text is no Easy Language” / “This text is not in Easy Language”

A.4. Post-edited text (PE)
Experts reported simplicity/adequacy issues.

• “The target text is not written in Easy Language: Several rules are not observed”

• “Significant reduction in content”

• “The TT still contains some difficult words”
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