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Abstract
Conversational systems are widely used for various tasks, from answering general questions to domain-specific
procedural tasks, such as cooking. While the effectiveness of metrics for evaluating general question answering
(QA) tasks has been extensively studied, the evaluation of procedural QA remains a challenge as we do not
know what answer types users prefer in such tasks. Existing studies on metrics evaluation often focus on
general QA tasks and typically limit assessments to one answer type, such as short, SQuAD-like responses
or longer passages. This research aims to achieve two objectives. Firstly, it seeks to identify the desired traits
of conversational QA systems in procedural tasks, particularly in the context of cooking (RQ1). Second, it
assesses how commonly used conversational QA metrics align with these traits and perform across various
categories of correct and incorrect answers (RQ2). Our findings reveal that users generally favour concise
conversational responses, except in time-sensitive scenarios where brief, clear answers hold more value (e.g. when
heating in oil). While metrics effectively identify inaccuracies in short responses, several commonly employed
metrics tend to assign higher scores to incorrect conversational answers when compared to correct ones. We
provide a selection of metrics that reliably detect correct and incorrect information in short and conversational answers.
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1. Introduction

Conversational systems are frequently used for a
variety of tasks, such as setting timers, getting the
weather forecast for the day, or retrieving factual
information from the web. For such general ques-
tion answering (QA) tasks, users can ask ques-
tions such as “What is the capital of Germany?”.
Responses from conversational agents can vary,
from short, concise answers, e.g., “Berlin”, to more
conversational responses, such as “The capital
of Germany is Berlin.” However, the accuracy of
these different answer types cannot be guaranteed.
Therefore, there is a crucial need for reliable met-
rics to evaluate the effectiveness of such conversa-
tional systems. For general QA tasks, many stud-
ies have explored the effectiveness of commonly
used metrics, spanning word overlap-based met-
rics, e.g., BLEU (Papineni et al., 2002), ROUGE
(Lin, 2004), F1 Score, and Exact Match, measuring
the degree of overlap between words in the ground
truth answer and those generated by a QA model,
to embedding-based metrics, such as Semantic
Answer Similarity (SAS) (Risch et al., 2021) and
BERTScore (Zhang et al., 2020), which measure
semantically equivalent responses.

To determine the utility of these metrics, stud-
ies commonly examine their alignment with user
preferences. For instance, numerous studies have
examined the efficacy of word overlap-based met-
rics, and have concluded that METEOR exhibits

the strongest correlation with human evaluations of
QA model outputs, in comparison to metrics, such
as ROUGE and BLEU (Blagec et al., 2020; Nema
and Khapra, 2018; Chen et al., 2019). Others have
investigated the performance of embedding-based
metrics, including SAS and BERTScore. Chen et al.
(2019) found that while BERTScore is superior at
capturing semantic information, it does not corre-
late as strongly with human assessments of how
closely a model prediction matches the ground
truth. Additionally, SAS and BERTScore strug-
gle with spatial awareness, numbers, and conver-
sions (Mustafazade et al., 2022). In one particularly
thorough analysis by Liu et al. (2021), conversa-
tional search evaluation metrics were evaluated
from three different perspectives: reliability, fidelity,
and intuitiveness. Based on their analysis, ME-
TEOR and BERTScore were determined to be the
most reliable, whereas METEOR and BLEU were
found to be the most intuitive.

These studies primarily assess metrics for gen-
eral, domain-agnostic QA using open-domain
datasets such as MSDialog or Wizard of Wikipedia
(Liu et al., 2021). However, for domain-specific pro-
cedural QA tasks, such as cooking and DIY, where
conversational agents are increasingly popular1,
such meta-evaluations fall short. While these do-
mains share similarities with general QA, we lack

1see cooking/DIY focus in Alexa Task-Bot challenge:
https://www.amazon.science/alexa-prize/
taskbot-challenge

https://www.amazon.science/alexa-prize/taskbot-challenge
https://www.amazon.science/alexa-prize/taskbot-challenge


82

a deep understanding of the unique challenges in
procedural QA conversations, making evaluation
difficult. For example, consider the recipe step “Add
apples, oranges, and sugar to a large pitcher and
muddle with a muddler or wooden spoon for 45
seconds”. When asked, “How much sugar do I
need to add?” the answer can be as concise as
“50g” or more conversational, e.g., “You need to
add 50g of sugar”. These responses differ in the
level of context provided about the cooking pro-
cess. “50g” lacks context, while the other response
specifies that “50g” refers to sugar. In-situ stud-
ies with voice assistants have shown that users
have a preference for agents that provide clarifica-
tions (Luger and Sellen, 2016) and in the cooking
domain, an analysis of human-human dialogues
revealed that people often seek reassurances re-
garding the answers they receive from an assistant
(Frummet et al., 2022).

While these studies hint that answers clarifying
context may be preferred, we do not yet know what
constitutes a good answer in procedural tasks, such
as cooking. Since we lack knowledge of user an-
swer preferences, selecting a reliable metric to eval-
uate answer correctness in procedural QA tasks
remains challenging.

This differs from “general” non-procedural QA
tasks where studies evaluate metric effectiveness
using responses of the same type, whether short,
SQuAD-like answers (Mustafazade et al., 2022;
Nema and Khapra, 2018; Bulian et al., 2022), con-
versational, sentence-length answers (Shi et al.,
2023; Siblini et al., 2021) or long, paragraph-like
answers (Xu et al., 2023). While these studies pro-
vide insights into reliable metrics for non-procedural
scenarios, it is unclear if these findings extend to
procedural tasks. It is uncertain if the metrics used
there remain reliable, valid, and applicable when
various answer formulations are possible, as is the
case in procedural tasks.

To assess conversational agents effectively for
procedural tasks, we need to understand 1) which
answers are preferred by users and 2) whether the
metrics traditionally employed in conversational QA
yield reliable results for evaluating conversational
systems in procedural tasks.

Having reliable evaluation results is crucial for
the success of most procedural tasks, as having
the correct information, such as quantities and next
steps, is vital to successfully completing the asso-
ciated task (Frummet et al., 2022). Just as with
human-generated responses, multiple answer for-
mulations are possible, and metrics must account
for these variations. Additionally, they must be sen-
sitive to incorrect aspects of answers, given that
large language models sometimes “just make stuff
up” (Shah and Bender, 2022). Users tend to trust
these models because they mimic human language

(Araujo, 2018; Dinan et al., 2021).
This study aims to achieve two objectives within

the context of procedural assistance tasks. Firstly, it
seeks to identify the desirable traits of QA systems
for humans (RQ1). Secondly, it aims to analyse
how commonly used metrics in conversational QA
reflect these traits and vary for different categories
of correct and incorrect answers (RQ2).

2. Methodology

This section outlines the methods and resources
used to address the research questions, including
the dataset used, the various answer types and
metrics evaluated, and a user study to complement
our system-based analyses.

2.1. Dataset
In this paper, we target cooking-related procedural
assistance tasks. Existing datasets, such as Cook-
Dial (Jiang et al., 2022) and Wizard of Tasks (Choi
et al., 2022), require post-processing to meet our
needs. For example, Wizard of Tasks lacks ground-
ing for conversational answers to specific parts of
the recipe, making it challenging to evaluate dif-
ferent answer types within the recipe context. To
address these limitations, we have created a new
dataset tailored to our study’s requirements. As a
basis for our experiments, we use 298 randomly
selected questions and answers 2 from a conversa-
tional cooking QA dataset (QookA) (Frummet and
Elsweiler, 2024). The full dataset contains 1268
pairs of question-answer, where the questions are
expressed in written natural language after being
transcribed from spoken questions gathered from
95 participants (Mage = 35, 73% female, 26% male,
1% diverse) who followed a recipe from SeriousE-
ats3 in a simulated cooking scenario. Each ques-
tion maps to an information need type from the
taxonomy presented in Frummet et al. (2022) and
has an associated answer derived from the appro-
priate recipe. Examples can be seen in the first two
columns of Table 1.

2.2. Answer Formulations
Our study examines how metrics relate to various
styles of answer. To this end, we devised three
distinct answer types, each of which can be consid-
ered as “correct”. First, Classic QA answers adhere
to the extractive, span-based SQuAD format (Ra-
jpurkar et al., 2018) and contain only the relevant
information that is needed to answer a question.

2These 298 selected samples are available
here: https://osf.io/6g5ud/?view_only=
7f4e6040bff642cb8fc2638fe3a7295b

3https://www.seriouseats.com/

https://osf.io/6g5ud/?view_only=7f4e6040bff642cb8fc2638fe3a7295b
https://osf.io/6g5ud/?view_only=7f4e6040bff642cb8fc2638fe3a7295b
https://www.seriouseats.com/
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QookA Dataset Classic
QA

Conv. QA Passage

Question Answer HA1 HA2 GPT-3
What do I
add after
the mus-
tard and
cheese?

eggs. eggs. After mus-
tard and
cheese are
combined,
you need to
add eggs
one at a
time.

After adding
the mustard
and cheese,
you should
add the
eggs, one at
a time.

After adding the
mustard and
cheese, beat
the mixture
with a wooden
spoon until
homogeneous.
Then add eggs
one at a time,
...

To Finish by
Hand: Remove
pot from heat.
Add mustard
and cheese
and beat with
wooden spoon
until ...

How
much fat
should I
reserve?

1 cup. 1 cup. After skim-
ming off the
fat, 1 cup
should be
left behind.

According to
the recipe
you should
reserve
about 1 cup
of the solid
fat

Reserve 1 cup
of fat when
skimming the
sauce.

Carefully skim
off most of the
fat, leaving
behind about 1
cup total. (For
more precise
measurement
. . .

How long
will it take
for the co-
conut fat
to sepa-
rate?

about 4
minutes.

about 4
minutes.

It will take
about 4 min-
utes for the
coconut fat
to separate.

Until co-
conut fat
separates
and solids
start to
sizzle, about
4 minutes.

It will take
approximately 4
minutes for the
coconut fat to
separate when
heated over
medium-high
heat and stirred
frequently.

Open 1 can of
coconut milk
and carefully
spoon off about
3 tablespoons
of the solid
fat from the
surface and
place it in a
large Dutch
oven...

Table 1: Example entries from the dataset used. The left-most two columns are from the QookA dataset.
The remaining columns represent the answer types studied in this work. HA1 and HA2 denote the two
human annotators.

Second, we investigate answers that follow the
style of conversational QA datasets, such as QuAC
(Choi et al., 2018), CoQA (Reddy et al., 2019) and
Wizard of Tasks (Choi et al., 2022). To establish
these answers, two human annotators were asked
to formulate what they would consider to be “ideal”
responses given a question and the classic QA
answer, as well as the step text from the QookA
dataset. They were free to formulate the answer in
any way they wished, and did so independently. As
an automated comparison, we provided the same
instructions and information to GPT-3 DaVinci-3 as
a prompt:

Question: <Question>
Answer: <Answer>
Context: <Recipe Step Text>
Rephrased Answer:

The authors checked these manually to establish
that they were still “correct”.

Last, we investigate passages that contain the
answer and the surrounding context. These were
attained by identifying the recipe step that included
the pertinent information. A passage-based an-
swer is appropriate since answers of this type are
evaluated in conversational information retrieval
(IR) assessment frameworks, such as CAsT (Dal-
ton et al., 2020), and is a plausible information
unit to present to users since past research has
revealed that cooking assistant users value contex-
tually embedded answers (Frummet et al., 2019,
2022). Examples answers of all three types can be
found in Table 1.

2.3. Incorrect answers
To obtain incorrect versions of the same classes of
answer we leveraged GPT-3 to generate responses
that were factually inaccurate using the following
prompt:
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Question: <Question>
Context: <Recipe Step Text>
Correct Answer: <Correct Answer (either
ClassicQA/Conv. QA)>
Factually wrong answer:

GPT-3 was provided with the question, the cor-
rect answer (either Classic QA or Conversational
QA form) and the corresponding recipe step. In the
case of Conversational QA, we randomly chose
one of the two human annotators and used their
answer as the ground truth. As an example, for
the second row in Table 1, the incorrect Classic QA
answer was “a tablespoon” and the incorrect Con-
versational QA answer was “You should reserve 2
cups of fat”.

To derive incorrect passage formulations, we
opted to randomly select another passage from our
dataset to replicate the potential for an improperly
retrieved passage that may arise during a TREC
CAsT experiment.

2.4. Metrics studied
We study the most commonly applied QA met-
rics of the classes outlined in the introduction:
Word-overlap based and embbeding-based met-
rics. Specifically, we evaluate ROUGE (Lin, 2004),
BLEU (Papineni et al., 2002), METEOR (Banerjee
and Lavie, 2005), Exact Match and F1 for the word-
overlap domain. From the embedding domain,
we study Semantic Answer Similarity (Risch et al.,
2021) and BERTScore F1 (Zhang et al., 2020).

To calculate the metric, we selected one of our an-
swers as the prediction and compared it against all
other answers. For example, if testing a classic QA
answer (i.e., prediction) then the equivalent HA1,
HA2, GPT-3, and Passage answers served as the
references/ground truth to compute the metric val-
ues. We utilised Huggingface’s evaluation library
4 to calculate the ROUGE, BERTScore, METEOR,
BLEU, and Exact Match scores, while FARM’s eval-
uation library5 was used to compute F1 scores. Ad-
ditionally, we customised the script from the SCAI-
QReCC-22 shared task to determine the Semantic
Answer Similarity (SAS).

2.5. User perception of correct answers
We conducted an online experiment with a within-
groups design to determine how participants per-
ceive answers of different types. In this experi-
ment, each participant evaluated the appropriate-
ness of five separate answers (one for each type,
presented in a random order) for questions chosen

4https://huggingface.co/
evaluate-metric

5https://farm.deepset.ai/_modules/
farm/eval.html

from our dataset. As illustrated in Figure 1, ratings
were provided on a Likert scale ranging from 1 to 5.
To provide the necessary context, each answer was
accompanied by the corresponding question and
recipe step. To learn why our participants preferred
certain answer types over others, we requested
that they provide an explanation for their ratings.

The experiment was designed to resemble an
interaction with a conversational assistant in a
kitchen. To this end, we employed Google’s Text-
to-Speech API to convert the answers to audio
files, which participants then listened to. Atten-
tion checks were used to confirm that participants
had indeed listened to the answers. As an at-
tention check, one of the answer audio files illus-
trated in Figure 1 contained the following instruction:
“Please click the left circle and write the answer to
six multiplied by four into the text field below.”

Study participants were recruited via Prolific. Ac-
cording to the power analysis performed using
G*Power (Faul et al., 2007), a total of 32 individu-
als were needed to achieve the required statistical
power for conducting an ANOVA test with repeated
measures6. All participants were recruited from the
UK as we selected a British accent for the audio
answer files. 53.13% of our participants were fe-
male, 46.88% male, with most being between 25
and 34 years old (37.5%). Since our experiment
is in the cooking domain, we wanted to know how
much people enjoy cooking on a scale from 1 to
5. The people in our study generally enjoy cooking
(M = 3.66, SD = 1.32).

3. Results

This section presents our findings. Sections 3.1
and 3.2 provide an insight into the human perspec-
tive (RQ1) by examining the answers provided by
human annotators and reporting the outcomes of
our online study. Meanwhile, Sections 3.4 and 3.5
shed light on the metrics’ ability to differentiate be-
tween correct and incorrect answers, and how they
reflect the characteristics users desire (RQ2).

3.1. Evaluating Human Provided
Answers

In a first step, we analyse the “ideal” answers pro-
vided by two human annotators to understand the
conveyed information and the methods of com-
munication. An initial observation suggests that
these answers are considerably lengthier than Clas-
sic QA answers (which have a mean word count
of x̄ = 3.69), but shorter than passage answers
(x̄ = 71.67). On average, Human annotator 1 (HA1)

6desired Power: 0.8; effect size f = 0.25; signifi-
cance threshold α = 0.05; num. of groups: 1; num. of
measurements: 5; Corr. among rep. measures: 0.2

https://huggingface.co/evaluate-metric
https://huggingface.co/evaluate-metric
https://farm.deepset.ai/_modules/farm/eval.html
https://farm.deepset.ai/_modules/farm/eval.html
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Figure 1: Screenshot of our online experiment tool.

provided responses containing x̄ = 12.40 words,
while Human annotator 2 (HA2) had answers aver-
aging x̄ = 9.78 words.

Examining the answers more closely reveals that
both human annotators chose their formulations
carefully. Many of the answers were phrased, such
that the user would be reassured that the ques-
tion was correctly understood. The first entry in
Table 1 exemplifies that both HA1 and HA2 em-
bed their answer in the conversational and step
context. Both answers start with “After adding the
mustard and cheese...”. This linguistic pattern is
used to reassure the user that their question has
been understood correctly, a pattern observed in
naturalistic cooking QA investigations (Frummet
et al., 2022). Rather than simply providing times,
e.g., “about 4 minutes”, as the classic QA answer
does, both HAs provide contextual information to
provide cues to aid understanding e.g., “It will take

about 4 minutes for the coconut fat to separate”.
Such techniques were common as is reflected in
the jaccard similarity between HAs and questions
(20% HA1, 11.58% HA2) and HAs and passage
(13.15% HA1, 12.12% HA2).

3.2. Establishing User Answer
Preferences

Participants rated conversational QA answers
higher (GPT-3: M = 4.53, SD = .67, HA1: M =
4.34, SD = 1.07, HA2: M = 4.22, SD = 1.10) than
classic QA answers (M = 3.97, SD = 1.36) and
passage answers (M = 3.00, SD = 1.34). An
ANOVA with repeated measures showed a sig-
nificant difference (F (4, 124) = 9.14, p < .001).
Bonferroni-adjusted post-hoc t-tests revealed that
passage answers were rated significantly lower
than GPT-3 answers (p < .001), HA1 answers
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Answer Type ROUGE1 ROUGE2 ROUGEL ROUGELSum BERTScore SAS BLEU METEOR EM F1
Cor. Classic QA 44.03 30.64 38.67 38.67 90.36 68.53 21.89 58.63 0.34 43.29
Inc. Classic QA 13.50 1.88 13.35 13.36 92.59 42.83 1.80 26.25 0.00 12.62
Cor. Conv. QA 58.37 39.95 54.68 54.68 93.41 78.85 34.63 61.99 1.51 57.48
Inc. Conv. QA 59.29 43.87 58.39 58.39 94.42 56.67 38.86 56.52 0.34 56.66
Cor. Passage 45.24 25.49 45.02 45.02 90.54 67.45 15.32 32.87 2.01 49.16
Inc. Passage 22.01 4.66 15.56 15.56 84.67 44.43 2.63 21.07 1.34 19.76

Table 2: Metric Experiment results (in percent) grouped by Answer Type. The results for Conv. QA answer
types are the mean scores for HA1, HA2 and GPT-3, which show little variation.

(p < .001) and HA2 answers (p < .01).
The results indicate a preference for conversa-

tional QA answers compared to other types, which
is supported by the justifications provided with the
ratings.

3.3. Understanding User Answer
Preferences

To gain insights into participants’ preferences for
specific answers, we conducted a qualitative anal-
ysis of the explanations they provided for their rat-
ings.

3.3.1. Passage

In line with the ratings discussed in Section 3.2,
the majority of feedback related to passage-style
answers was negative (84.38%). Participants often
criticised these answers for being overly lengthy,
containing “too much information”, and lacking a
“direct” and “specific” response. Consequently, they
found these responses “confusing” and “unhelpful”.
However, some participants did find them “totally
appropriate” without providing further elaboration.

3.3.2. Classic QA

Conversely, explanations for classic QA responses
were more balanced, with 56.25% of the feed-
back being positive and 43.75% negative. Partici-
pants appreciated the brevity and clarity of these re-
sponses, finding them “short”, “to the point”, “clear”,
and “concise”. Some mentioned that they partic-
ularly liked these answers in situations requiring
“quick” reactions, for example, when they are “in
the midst of heating oil”. However, in contexts not
demanding immediate responses, participants cri-
tiqued the lack of detail (e.g., “relevant but too brief”,
“could be more exact and informative”, “I think the AI
should be clearer”) and called for more contextual
information to fully comprehend the answer within
the cooking process. For instance, a participant
felt that from the given answer it was “unclear when
to add eggs”. Another individual said: “It correctly
said stand mixer but could have added that it needs
a paddle attachment”. Others suggested providing

“extra information”, such as instructions on how “to
score with a knife”.

3.3.3. Conversational QA

Conversational answers generated by HA1, HA2,
and GPT-3 received the most positive feedback,
with an average of 73.94% of answers rated pos-
itively and 21.88% rated negatively. Participants
favored these responses for being straightforward,
clear, and appropriately detailed. Unlike classic QA,
conversational answers provided “a good amount
of detail” and offered extra context that “helps to
clarify what part of the recipe it is referring to at
the same time as getting the answer”. Participants
noted that these answers helped them plan ahead
in the cooking process, (e.g., “The answer told me
to put the ingredients in a bowl, however it also
went beyond and spoke about the type of mixer.”,
“useful to know when to sprinkle the parmesan”, “vo-
calised in chronological order the steps necessary
to complete this section of the recipe”).

The few negative comments suggested some
answers could be shorter for conciseness (e.g., “’In
a large skillet’ would’ve been enough and more
concise”).

3.3.4. Summary

In conclusion, our analysis of user preferences for
different answer types reveals the following key
insights:

• Passage: Users predominantly criticise
lengthy, unclear passage-style answers, often
finding them confusing and unhelpful.

• Classic QA: Classic QA answers are appreci-
ated for their brevity, particularly in situations
requiring quick responses, but some users call
for more detail to fully understand the context.

• Conversational QA: Conversational answers
generated the most positive feedback due
to their clarity, detail, and suitability for plan-
ning the cooking process. However, a few
users suggested that some responses could
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be made more concise for improved user ex-
perience.

3.4. Understanding variance in metric
scores across type of correct
answer

The effectiveness of the metrics were assessed by
grouping the results by type of answer (Classic QA,
Conversational QA, Passage). As indicated in Ta-
ble 2, the exact match metric yielded extremely poor
results across all conditions (i.e., < 2.5%). Both the
conventional machine translation metrics, BLEU,
ROUGE, and METEOR, and the commonly used
F-Measure also achieved low scores for correct
answers. Of these, however, METEOR provided
the highest scores, which aligns with past research
indicating that METEOR is the most robust among
the common Machine Translation metrics (see, for
example, Chen et al. (2019); Blagec et al. (2020);
Nema and Khapra (2018)). The embedding-based
metrics BERTScore and SAS, in contrast, yield
much higher scores than all other metrics for correct
answers with BERTScore providing the highest of
all. Contrasting the metric scores across the three
classes of answer reveals that all metrics provide
higher scores for the user-preferred conversational
answers.

3.5. Understanding variance in metric
scores across type of incorrect
answer

Our results show that all metrics provide lower
scores when we provide factually incorrect clas-
sic QA and passage style answers. This is an
expected and desired outcome. However, as illus-
trated in Table 2, most metrics yield higher scores
when an incorrect answer in the conversational QA
format is provided. BERTScore even yields the
highest scores overall (> 94%). This indicates that
BERTScore is not a suitable metric for dealing with
incorrect information. The only exceptions are the
SAS and METEOR metrics which decrease for in-
correct answers. The decreasing METEOR metric
score, again, evidences its robustness as pointed
out in Chen et al. (2019) and Liu et al. (2021).

We performed a Kruskal-Wallis test to deter-
mine if the differences in ConvQA answer type
are statistically significant. The different metrics
results served as dependent variables. Our inde-
pendent variable is correct/incorrect answer. A
Posthoc Dunn’s test with bonferroni-adjusted p-
values revealed that ROUGE2/L/LSum (p < 0.05)
and BERTScore (p < 0.001) achieved significant
higher scores for incorrect answers. METEOR
(p < 0.01) and SAS (p < 0.001) yielded significantly
higher results for correct answers.

4. Discussion

In this work, we have tried to “decode the metrics
maze” by evaluating popular question answering
metrics in the light of two research questions.

4.1. User Preferences for Answer Types
In RQ1, we studied the desired traits of procedural
QA systems for users and whether all types of cor-
rect answers were equally preferred. Our findings
from the qualitative analysis provide some hints
that user preferences for answer types may vary
depending on the specific task they perform. In sit-
uations requiring quick responses, such as boiling
or heating something in oil, users tend to favour
short and to the point answers. During most stages
of the cooking process, however, users prefer con-
cise, contextual conversational answers helping
them to plan the cooking process. It’s evident that
not all correct answers are viewed equally by users,
aligning with observations from previous natural-
istic research on conversational cooking QA sce-
narios (Frummet et al., 2019, 2022, 2024). Con-
sequently, for procedural conversational question
answering, such as cooking, metrics should reliably
distinguish between correct and incorrect answers
for both short (=Classic QA) and conversational
responses.

4.2. Metrics Performance in Procedural
Tasks

In RQ2, we examined how commonly used metrics
in conversational QA align with user preferences
from RQ1 and their performance across various an-
swer categories in a cooking QA scenario. Users
generally favour conversational answers but appre-
ciate short, concise responses in specific situations.
To meet this need, metrics should effectively dis-
tinguish between correct and incorrect answers in
both response styles.

Our findings, presented in sections 3.4 and 3.5,
revealed that, except for SAS, METEOR and F1, all
metrics exhibited higher scores for incorrect an-
swers compared to correct ones in the case of
conversational responses. This trend was con-
sistent for metrics commonly employed in ma-
chine learning tasks, including ROUGE, BLEU,
and BERTScore, with METEOR being the only
exception. Hanna and Bojar (2021) provided an
explanation for the generally high BERTScore val-
ues stating that “BERTScore fails to assign low
scores when a bad candidate sentence has high
lexical overlap with the reference in terms of con-
tent words” (Hanna and Bojar, 2021, p. 515). This
phenomenon is attributed to the lexical similarity
between correct and incorrect answers in our study,
where only a few words differ. Both Blagec et al.
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(2020) and Chen et al. (2019) have argued that
machine translation metrics such as ROUGE and
BLEU are unsuitable for question answering tasks
as they struggle to identify incorrect information
due to their n-gram-based approach (Blagec et al.,
2020). However, Blagec et al. (2020) noted that ME-
TEOR is good at capturing semantic differences.

Our results suggest that commonly used conver-
sational QA metrics may not accurately evaluate
the correctness of information. Instead, a compre-
hensive suite of metrics is needed to assess an-
swer accuracy. For short answers, F1, METEOR
and SAS are dependable choices for distinguishing
between correct and incorrect information. In the
case of conversational responses, METEOR and
SAS are better choices than F1 in capturing these
distinctions more effectively. The choice of metrics
should align with the answer type preferred by the
user in the current cooking task (see Section 4.1).
For short answers, the appropriate suite includes
F1, METEOR, and SAS, while for conversational
answers, it consists of METEOR and SAS.

5. Conclusion and Future Work

Currently, conversational assistant systems are be-
ing evaluated with diverse and, as we have shown
here, potentially inappropriate metrics. We suggest
using a suite of metrics to accurately assess the
effectiveness of such systems. The choice of met-
rics should be tailored to the specific task and how
users respond within that task.

Although we discovered hints that users tend
to favour brief answers during time-sensitive sit-
uations (e.g., heating in oil) and conversational
answers in most other cooking stages, the gener-
alisability of these preferences remains uncertain.
Future work should investigate these critical scenar-
ios further. Moreover, forthcoming research should
focus on developing robust evaluation methods for
handling inaccuracies. While our study on a cook-
ing QA dataset underscores this challenge, further
confirmation using other datasets such as Wizard
of Tasks (Choi et al., 2022) and CookDial (Jiang
et al., 2022) is needed.
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