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Abstract

Large language models (LLMs) can be useful
tools for detecting abusive language on social
media. However, LLMs are not always effec-
tive as they can overlook the diversity among
individuals, which can lead to severe conse-
quences. This paper proposes a novel solution
that incorporates psychological knowledge into
an out-of-the-box LLM using the retrieval aug-
mented generation (RAG) method. Two rule
sets were extracted and transferred to the LLM
via query prompts. Experiment results showed
that our solution improves LLM’s performance
in generating personalised detection by 1.5%
to 4.4% weighted F1 score points.

1 Introduction

Abusive language detection systems play a signif-
icant role in addressing cyberbullying. Most de-
tection systems function by identifying patterns of
abusive messages, such as combinations of letters,
keywords, or phrases (Jahan and Oussalah, 2023;
Chhabra and Vishwakarma, 2023; Festus Ayeti-
ran and Özgöbek, 2024). In addition, studies have
proven that determining abusive language can be
greatly impacted by individuals’ subjectivity, in-
cluding attitude, belief and experience (Sap et al.,
2022; P.Y.K.L et al., 2024; Wan et al., 2023; La-
rimore et al., 2021). To make more personalised
detection, prior studies have integrated various at-
tributes into the systems, such as Balakrishnan et al.
(2020) enhanced detection systems by introducing
psychological attributes - Big Five and Dark Triad
measurement scales. Kocoń et al. (2021) incorpo-
rated user demographic features into their detection
systems to make adjusted predictions based on per-
sonal profiles.

Leveraging vast training data, LLMs are use-
ful tools for abusive language detection; however,
some studies have demonstrated that LLMs are not
always effective in detecting such language (Kolla
et al., 2024; Kruschwitz and Schmidhuber, 2024).

In addition, when dealing with diversity between
individuals, Park et al. (2024) found that LLMs
can generate near-zero response variation in cer-
tain conditions. Overlooking individuals’ diversity
in abusive detection on LLMs can lead to severe
consequences (Cheng et al., 2023; Gallegos et al.,
2024). As a result, a novel solution is required to
enhance LLMs in generating personalised abusive
language detection.

This paper proposes and evaluates a novel solu-
tion incorporating psychological knowledge into an
LLM (GPT-3.5 Turbo) through the RAG method,
initially introduced by Lewis et al. (2020) and later
extended for various applications (Fan et al., 2024).
Two sets of rules were extracted from a dataset
that incorporated psychological features, using as-
sociation rule mining and a decision tree classifier.
Then, these rule sets were provided as extra knowl-
edge to enhance an out-of-the-box LLM’s ability to
generate personalised detection through the RAG
approach. Our experimental results suggest that
(i) our solution improves performance and (ii) it is
reasonably robust with contradictory inputs. Lastly,
the complete code, rules, and data are available on
our repository page (here).

2 Method

An experimental approach is adopted to evaluate
the effectiveness of the proposed solution (see Fig-
ure 1). Two groups, experimental and control, are
created. The prompts for the experimental group
are enhanced with rules derived from a dataset that
includes psychological features, while the prompts
for the control group are not enhanced. If the ex-
perimental group outperforms the control group
in generating personalised detection, we may sug-
gest that the proposed solution is effective and vice
versa. The following sections will elaborate on the
details of the experiment setup.

Notably, our experiments use a simulator as a
preliminary study to assess the feasibility of the
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Figure 1: LLM and RAG Personalisation Framework

proposed solution. The input is replaced with test
data, and the RAG component is simplified by em-
bedding selected rules into prompts.

2.1 Data

ALDIPF: An Abusive Language Dataset that In-
cludes Psychological Features was used (Yao et al.,
2024). ALDIPF denotes 505 users’ personality
traits and their emotional reactions towards a series
of messages with three features: personality traits
(user attributes), emotional reactions (class labels),
and messages. These user attributes were measured
by the Five-Point Shortened General Attitude and
Belief Scale, used in clinical settings (Turner et al.,
2018). 65.6% of the messages belong to the Neutral
class, and the rest are in the Harmful class.

This dataset was created based on the two under-
standings from psychological studies. First, peo-
ple’s emotional reactions towards messages are co-
created by the messages and user attributes. Sec-
ond, people with similar attributes can share a sim-
ilar tendency to interpret messages (DiGiuseppe
et al., 2013; Ciarrochi and Bailey, 2009). Thus, a
single message can be associated with two differ-
ent class labels, distinguishable only by the users’
attributes.

Furthermore, recognising the limitations of
LLMs in processing numeric data, user attributes
were filtered and transferred into textual tokens.
Three attributes, namely Rationality, Irrational-
ity and Self-Down, were selected due to their
significance in previous psychological studies
(DiGiuseppe et al., 2018; David et al., 2019). After
that, the original attributes were transferred from
numeric values into 8 buckets (Appendix A) accord-

Message User Attributes Class

You’re SO SMART
Low Ra
High SD
High Ir

1

You’re SO SMART
High Ra
Low SD
Low Ir

0

Table 1: The same message can be associated with two
class labels. Note 1: Class 0 is Neutral, and Class 1
is Harmful. Note 2: Ra indicates Rationality. Ir is
Irrationality. SD refers to Self-Down.

ing to the mean and standard deviations (Owings
et al., 2013). A data examples are shown in Table
1.

2.2 Knowledge Extraction
To extract knowledge from ALDIPF, association
rule mining and decision tree approaches were
adopted. These processes can establish a correla-
tion between certain user attributes and class labels.
In this paper, we are particularly interested in indi-
cators and rules for personalised abusive language
detection.

2.2.1 Association Rule Mining Approach
Association rule mining can discover items’ co-
occurrence probability by identifying frequently
occurring item sets and generating rules among
them. This approach has been proven effective
in extracting rules in various study settings (Diaz-
Garcia et al., 2023; Shu and Ye, 2023).

Nine apriori algorithm-generated rules were se-
lected after evaluating their support, confidence and
lift. Five were associated with the Harmful class



Item Set Conseq Conf Lift
Low Ra
Ex High SD

Harmful 0.78 2.31

Very High Ir
Low Ra

Harmful 0.72 2.13

Very High Ir
Low Ra
Ex High SD

Harmful 0.78 2.31

Low Ra,
Ex High SD

Harmful 0.78 19

Very High Ir
Very High SD
Low Ra

Harmful 0.66 1.95

Table 2: Rules based on association rule mining ap-
proach

(see Table 2), and the rest belonged to the Neutral
class.

2.2.2 Decision Tree Approach
Decision trees are widely used for knowledge repre-
sentation due to their high interpretability (Shu and
Ye, 2023; Sarailidis et al., 2023). This approach
creates a tree-like model of decisions by splitting
data into subsets and repetitive recursion.

The decision tree classifier algorithm generated
rules, thirteen of which were selected after eval-
uating class distribution and probabilities. Four
were associated with the Harmful class (see Table
3), and the rest belonged to the Neutral class. A
complete decision tree is available on our GitHub
page.

2.3 LLM and Prompt Optimization

The experiments were conducted on GPT-3.5 Turbo
via the OpenAI API with a temperature setting of
0. Our prompts followed the framework proposed
by Eager and Brunton (2023). Additionally, we
used the attributed prompt technique to co-create
prompts with the LLM, improving performance,
particularly in the transformation of rules (Yu et al.,
2023). The complete prompt is provided in Ap-
pendix B, and the design of the prompts is as fol-
lows:

• Role of the LLM: It was assigned as a classi-
fying bot that helps users classify messages.

• The task with details: The LLM was asked
to analyze the following messages and deter-
mine whether it was abusive. A message is

Condition Class Prob
In:
Below Avg. Ir
Ex High SD
Not in:
Higher Ra

Harmful 0.561

In:
Very High SD
Below Avg. Ra

Harmful 0.798

In:
Very High Ra
Not in:
Below Avg. SD
Very High Ir

Harmful 0.583

In:
Low SD
Low Ir
Not in:
High Ra

Harmful 0.861

Table 3: Rules based on Decision Tree. Note: these
rules have been simplified for better readability.

considered abusive if it might make a reader
uncomfortable after reading it. In other words,
we focus on not only explicit but also implicit
abusive messages.

• Additional Knowledge: The LLM was in-
formed that the decision could be made based
on the textual message and user attributes.
Then, the rules discussed in Section 2.2 were
presented. In our experiment, selected rules
were embedded into the prompts.

• Input: Consists of (i) a message and (ii) user
attributes.

• Output: A score from 0 to 1, where 0 means
absolutely not harmful, and 1 means definitely
harmful.

Three prompt architectures were created by mod-
ifying the Additional Knowledge layer. DT_M de-
notes the architectures enhanced by the decision
tree rules. ARM_M is enriched by association rule
mining. Lastly, there is no augment for N_M, and
the user attributes were removed from the Input
layer.

3 Experiment and Result

Two experiments were conducted to evaluate the
effectiveness and robustness of the proposed solu-



Archt. ACC Weighted F1 TP Rate
N_M 0.600 0.556 0.192
DT_M 0.630 0.600 0.258
ARM_M 0.608 0.571 0.225

Table 4: Result for Experiment 1. Note: TP rate is de-
fined as Number of True Positives / Number of Positive
Samples

tion.

3.1 Experiment 1: Effectiveness
This experiment evaluates whether the proposed
approach can enhance the LLM’s ability to generate
personalised detection.

Implementation: 500 data points containing
messages and user attributes were randomly se-
lected from ALDIPF, and 36% were Harmful class.
Then, these selected data points were conveyed into
the Input layer of the prompt framework. Impor-
tantly, messages and user attributes were passed to
DT_M and ARM_M, while only messages were
passed to N_M. After that, the LLM’s responses
were cleaned and rounded to 0 or 1. Lastly, all
responses were evaluated against the ordinary class
labels.

Result: The experimental group consistently out-
performed the control group at every metric (see Ta-
ble 4). Importantly, the experimental group yielded
higher true positive rates (TP rate), which implies
that the experimental group can identify more abu-
sive messages than its counterpart.

3.2 Experiment 2: Robustness
Prior studies suggested that individual subjectivity
should be less influential in determining abusive
messages when the messages usually have only one
clear meaning (Sandri et al., 2023; Plank, 2022).
Therefore, this experiment assesses whether the
proposed solution can handle contradictory inputs,
such as extremely positive or negative messages
paired with attributes that strongly contrast the mes-
sages.

Implementation: 100 joyful messages were ran-
domly selected from the HappyDB (Asai et al.,
2018), a corpus of 100,000 happy moments. Then,
these messages were joined with attributes strongly
related to the Harmful class (Appendix C).

Regarding profane messages, ChatGPT created
100 samples containing at least one swear word.
Then, these samples were joined with attributes
strongly related to the Neutral class (Appendix C).

Type N_M DT_M ARM_M
Joyful [100,0] [98,2] [97,3]
Profane [0,100] [1,99] [9,91]

Table 5: Result for Experiment 2. Note: [Neutral class,
Harmful class]

Similar to experiment one, both messages and at-
tributes were passed to DT_M and ARM_M, while
only messages were passed to N_M. As a result,
N_M was not impacted by manipulated attributes.
In this instance, N_M serves as the baseline to
evaluate the extent to which the proposed solution
would be affected by contradictory inputs.

Result: For N_M, both joyful and profanity mes-
sages were accurately classified according to their
nature. Nevertheless, the experimental group en-
countered different levels of disturbance (see Table
5). In particular, the predictions in Profanity were
flipped by 9% in ARM_M.

4 Discussion

Comparison of Rules. Although the knowledge
extraction approaches differ, the two rule sets still
share similarities. Extremely High Self-Down is
always associated with the Harmful class. In ad-
dition, Low and Lower Rationality are generally
linked with the Harmful class. Nevertheless, the
correlation between the Irrationality and Harmful
class is unclear due to the contradictory implica-
tions of the two rules. Specifically, association rule
mining indicates a positive correlation between Ir-
rationality and the Harmful class, whereas decision
tree analysis shows the opposite.

Effectiveness of Solution. The experimental
group showed consistent improvement on every
metric. Importantly, part of the improvement stems
from identifying more abusive language (higher TP
rate). As a result, the experimental group can pro-
vide more benefits for users, as identifying abusive
language is the primary advantage users gain from
detection systems (Hardt et al., 2016).

Robustness of Solution. Despite extremely joy-
ful or profane messages, the results of Experiment
2 did not align with the expectation that individual
subjectivity would be less influential when mes-
sages have a clear meaning.

Regarding the joyful message, our solution is ro-
bust to noise, effectively addressing contradictory
inputs. However, more research is needed on pro-
fane messages. When explicit swear words were



presented, DT_M predictions were flipped by only
1%, while ARM_M predictions were flipped by
9%.

5 Conclusion and Future Work

This paper evaluates a novel solution that enhances
LLMs for personalised abusive language detec-
tion by retrieving and incorporating psychological
knowledge into an out-of-the-box LLM. Experi-
ment results showed that our solution outperformed
its counterpart and withstood noise reasonably well.
For better re-productivity, the complete code, rules,
and data are available on our repository page (here).

In our future work, we aim to address two key
limitations. First, more detailed decision rules will
be developed to cover a broader range of user at-
tributes, making the retrieval component essential
and requiring additional evaluation of its effective-
ness. Second, further research should explore the
compound effects between messages and user at-
tributes. While this paper focuses on testing the
robustness of the proposed solution in highly con-
tradictory scenarios, the major challenge of robust-
ness, in our view, lies in handling neutral messages
across diverse individual attributes.
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A Buckets

The numeric psychological features were trans-
ferred to 8 buckets as shown in Table 6.

Buckets Description
Extremely High Any > (X + 3σX)

Very High (X + 2σX) to (X + 3σX)

High (X + σX) to (X + 2σX)

Above Average X to (X + σX)

Below Average X to (X − σX)

Low (X − σX) to (X − 2σX)

Very Low (X − 2σX) to (X − 3σX)

Extremely Low Any < (X − 3σX)

Table 6: Buckets and Ranges of Values

B Prompt Details

System Role: You are a classifying bot that
helps users classify sentences. Please analyze the
following sentence and determine if it is abusive or
not. A sentence is considered abusive if a reader
may feel uncomfortable after reading it. Provide
a score from 0 to 1, where 0 means absolutely
not harmful, and 1 means definitely harmful.
Lastly, just return the score and do not provide any
explanation. Additional Knowledge Base:
Here are the association rules mined from user
attributes and their impact on identifying harmful
messages:

Rule 1:
Antecedents: Low Rationality, Ex High SD
Consequents: discomfort
Support: 0.0014
Confidence: 0.78
Lift: 2.31
Explanation: When users exhibit low rationality
and extremely high standard deviation in identity,
there is a strong association with message content
leading to discomfort (discomfort), with a lift of
2.31.

Rule 2:
Antecedents: Very High Irrationality, Low Ratio-
nality
Consequents: discomfort
Support: 0.0025
Confidence: 0.72
Lift: 2.13
Explanation: The combination of very high

irrationality and low rationality significantly
correlates with messages causing discomfort
(discomfort), with a lift of 2.13.

Rule 3:
...
...
note: complete code and rules are available on our
repository page (here).

User Role: Sentence: this is a sample mes-
sage. Attributes: this is a sample attribute.

C User Attributes for Experiment 2

For ARM_M, joyful messages were attached to
Low Rationality and Extremely High Self-Down,
strongly associated with Harmful class, while pro-
fane messages were linked to Low Self-Down,
strongly associated with Neutral class.

For DT_M, joyful messages were attached
to Very High Self-Down and Low Rationality,
strongly associated with Harmful class, while pro-
fane messages were linked to Below Average Self-
Down and High Rationality, strongly associated
with Neutral class.

https://github.com/tsungcheng-yao-griffith/ICNLSP-Personalised-Abusive-Language-Detection-Using-LLMs-and-Retrieval-Augmented-Generation/blob/main/README.md

