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Abstract

This paper presents a practical methodology
to build adapted speech emotion recognition
systems in call center scenarios for practical in-
dustrial applications. We focus on two specific
use cases involving Spanish call centers with
different characteristics in order to detect emo-
tional states and improve their protocols. We
address all stages of the development process,
covering data acquisition, annotation, data har-
monization, and model training and evaluation.
We rely on cutting-edge self-supervised speech
models for classification. This process has been
designed to cover an industrial application’s
needs: data anonymity, reduced costs, and
production-level performance. We compare
the evaluated methods with well-established
research benchmarks to validate our method-
ology. In addition, a subjective evaluation is
performed to analyze their potential use in prac-
tical cases. The considered approaches show
potential transferable results for these compa-
nies in their target call center scenarios.

1 Introduction

Call centers (CC) are increasingly leveraging
speech analytics software to automate tasks and
extract valuable insights from customer interac-
tions (Hildebrand et al., 2020). This cutting-edge
technology analyzes call recordings, enabling com-
panies to enhance their operations. A pivotal aspect
of CC conversations involves the speech emotion
recognition (SER) of both clients and agents. This
paralinguistic information can be used to efficiently
transfer a voice call to a physical agent for further
queries and discussions, to detect lies or even to
identify emotional changes and states (Hema and
Marquez, 2023). For instance, promptly identi-
fying frustration can enable agents to employ de-
escalation techniques or expedite issue resolution.
Moreover, the data obtained can unveil broader
trends in customer communication, empowering
companies to refine their communication strate-

gies. Therefore, developing reliable SER models
holds immense value for the CC market, facilitating
deeper customer insights, improved communica-
tion strategies, reduced customer frustration, and
ultimately, a more positive customer experience
(Irastorza and Torres, 2016, 2019).

Recent research on SER has focused on end-to-
end deep learning systems, where self-supervised
models have shown state-of-the-art (SOTA) perfor-
mance in common benchmarks (Mohamed et al.,
2022). These advancements have primarily been
showcased in systems evaluated using acted or
elicited databases (Busso et al., 2008). However,
the efficacy tends to diminish considerably when
these systems are deployed in real-world scenar-
ios characterized by natural speech patterns (Zhu-
Zhou et al., 2022). Notably, few works have ex-
plored the application of recent advances in SER
within real call center environments. The work
presented in (Bojanić et al., 2020) is an example
of the SER technology application in a prioritiz-
ing urgency call system, which was evaluated on
an acted Serbian corpus. Deschamps-Berger et al.
(2021) evaluated convolutional-recurrent architec-
tures for SER on the French CEMO corpus for med-
ical emergency calls. For the customer service sce-
nario, Pérez-Toro et al. (2021) proposed the classi-
fication of emotional states mapped on the arousal-
valence dimensions to detect customer satisfaction
using acoustic and linguistic models. On the con-
trary, Parra-Gallego and Orozco-Arroyave (2022)
explored the evaluation of prosody and speaker em-
beddings to detect emotions and customer satisfac-
tion in voicemails. Moreover, Feng and Devillers
(2023) studied the continuous SER problem and the
use of contextual information during the conversa-
tions. Płaza et al. (2022) addressed the database de-
sign and the development of solutions for SER clas-
sification, focusing on feature extraction methods
to model both speech and text data using small clas-
sifiers. More recent studies (Deschamps-Berger



et al., 2023; Macary et al., 2023) have proposed
using SOTA self-supervised acoustic and language
models for SER in CC scenarios, evaluating the
performance in French SER corpus for research.

In summary, current technology exhibits consid-
erable potential for enhancing call centers. Never-
theless, its successful implementation in real-world
settings needs the resolution of substantial chal-
lenges. The establishment of a comprehensive
database tailored to specific applications, the cre-
ation of precise classification systems or dealing
with aspects of conversational speech remain great
challenges that demand more research.

This study presents a novel methodology to ei-
ther build and transfer an adapted SER solution to
a real CC application. To this end, we collaborated
with two companies providing call center services
and designed a customized system for each to meet
their specific needs within their respective domains.
During the process, we covered the different stages
of a suitable system design, starting from the do-
main data acquisition and annotation, including
data pre-processing, manual labeling, and revision
of the final corpus. Afterwards, we analysed and
tested different feature extraction techniques for
classification, from some more traditional to the
most recent based on acoustic foundation models,
and evaluated several downstream models focused
on machine learning and deep learning techniques.
In order to deploy practical systems for real sce-
narios when certain classes are under-represented,
we also evaluate the application of binary detec-
tion systems that discriminates between neutral and
emotional states, showing competitive performance
and higher accuracy detection as it is requested in
a practical environment.

Our work is complemented by evaluating the
proposed solutions on well-established research
databases to show that our systems follows the
state of the art in the field. Moreover, a subjective
comparison between manual and automatic emo-
tional analysis is performed to assess the practical
usability in potential real uses cases. Despite the
high challenges of the task, our results demonstrate
the successful development of transferable SER
solutions, addressing the specific needs of the com-
panies involved and holding significant promise for
real-world applications.

The rest of the paper is organized as follows. Sec-
tion 2 analyzes the process for acquiring, process-
ing, and annotating the speech-emotional corpus

created in this project. Then, we describe the exper-
imental framework and evaluation results in Sec-
tion 3. Finally, Section 4 summarizes the conclu-
sions and possible research lines for future work.

2 Building a SER corpus for Call Centers

2.1 Tasks
In this project, we have collaborated with two Span-
ish companies providing CC solutions to build SER
systems adapted to their unique needs and help
them improve their interaction protocols and inter-
nal quality processes.

Since each company is dedicated to a different
market, we tackled the SER problem from two
different CC contexts. The first use-case (CC-
Support) focuses on customer support, where cus-
tomers often encounter issues like electronic signa-
tures or login problems. The second one (CC-Debt)
contains phone calls about debt collection, where
stronger and more negative emotions usually arise.
In this context, customers express frustration and
anger more often than in CC-Support calls.

2.2 Data collection and annotation
The construction of the SER systems started with
each call center providing approximately 60 hours
of valuable speech in-domain data. Due to the calls’
nature, containing personal and confidential infor-
mation, the data could not be labeled in conven-
tional platforms like Amazon Mechanical Turk1.
Instead, the data were labeled by annotators trained
for the task. Consequently, based on the expertise
of the annotators and the resources available, we
decided to use two annotators per segment instead
the conventional three or more (Busso et al., 2008;
Parada-Cabaleiro et al., 2018; Vázquez et al., 2019;
Fan et al., 2021; Paccotacya-Yanque et al., 2022).
This way, we prioritized data quantity over in-depth
annotation. This approach would ultimately ben-
efit the performance of our classifiers. The final
amount of labeled data was determined by the bud-
get allocated by each company for this task.

With the aim of speeding up the annotation pro-
cess, the collected raw data were first preprocessed
with a speaker diarization module (Landini et al.,
2022) to separate the clients’ and agents’ speech.
We discarded the segments with speaker overlap as
well as segments shorter than 2.5 seconds, which
often do not contain enough information to infer the
emotional state of the speaker (Tóth et al., 2008).

1https://www.mturk.com/



Figure 1: 2D Density Plot of the CC-Support data that
shows the most prominent categories in the VA space.

Finally, we split long turns into several less-than-
20-seconds-long segments. This whole process led
to an average of 7.3 and 9.1 seconds length seg-
ments for CC-Support and CC-Debt, respectively.

Once the preprocessed material from the raw
data was prepared, several meetings with the CC
annotators were held to establish the labelling
criteria. The manual annotation was carried out
through an application based on Praat (Boersma,
2001). Regarding the emotion representations, we
defined them through the categorical (Ekman et al.,
1999; Plutchik, 1980) and the Valence-Arousal di-
mensional model (Russell, 1980), which was dis-
cretized as in (de Velasco et al., 2022). We defined
these choices to label each segment:

• Categories: Calm, Nervous, Angry, Annoyed,
Surprised, Satisfied.

• Valence: Very Negative, Negative, Neutral,
Positive, Very Positive.

• Arousal: Neutral, Slightly Excited, Excited,
Very Excited.

2.3 Data preparation and analysis

Once the manual annotation was performed, we
computed some data statistics to establish the
ground truth labels, defining the following crite-
ria in order to take out the most of our data:

1. If the amount of instances for a particular class
is too low, discard them. For example, we re-
moved the “Surprised" label in both use cases

Figure 2: 2D Density Plot of the CC-Debt data that
shows the most prominent categories in the VA space.

due to there were less than 30 labeled seg-
ments (combined annotations). The “Satis-
fied" class was also excluded from the CC-
Debt use case for the same reason.

2. Merge two labels if they show a high corre-
lation. For instance, we merged “Annoyed"
with “Angry" in both cases.

3. Finally, speech samples where the two anno-
tations differed was further analyzed in a pro-
cess that involved the experts of the CCs2. The
vast majority of disagreements were Neutral
vs. Emotional labels. In these cases, we se-
lected the Emotional label as the ground truth.
Alternatives like discarding these samples, led
to overall worse results.

In order to analyze the relation between the cate-
gorical emotions, we computed density plots in the
arousal-valence plane, as shown in Figures 1 and 2.
The numbers in brackets indicate the amount of
segments per label (before merging). These maps
reveal even more information, such as Annoyed and
Angry were very related, in both cases. This phe-
nomena was further noticed in preliminary classifi-
cation experiments, where there was a noticeably
high confusion between both emotions. Therefore,
we merged them for our experiments. Similarly, we
combined the Positive/Very Positive valences into
a single label, the Slightly Excited/Excited arousal

2This was only needed for a small proportion of the dataset,
because the overall agreement accuracy between the two an-
notations was 0.82 for CC-Support and 0.90 for CC-Debt,
with average Cohen’s kappa coefficients of 0.16 and 0.67,
respectively.



Table 1: Amount of data after annotation and post-
processing for the CC-Support dataset. Note that some
labels have been merged, and others discarded. Com-
plete (Full) and binary (Bin) settings are indicated.

Dim. Label Samples
Time (h)

Full Bin

Category

Calm 14817 30.2 30.2
Annoyed 2723 6.2

11.3Nervous 1717 3.2
Satisfied 1241 1.9

Valence
Neutral 15754 31.9

34.7
Positive 1718 2.8
Negative 3026 6.8 6.8

Arousal
Neutral 18025 36.7
Excited 2473 4.8

labels in CC-Support, and the Positive/Neutral va-
lence labels and Excited/Very Excited arousal la-
bels in the CC-Debt use case.

2.4 Final datasets

After the described post-process, we ended up with
the amount of data shown in Tables 1 and 2 for
CC-Support and CC-Debt, respectively. The in-
formation is given per dimension and class. The
total amount of valid labeled hours for the CC-
Support and CC-Debt use cases reached 41.5 and
30.5 hours respectively, where Calm and Neutral
predominated over the emotional classes.

Finally, since one of the main objectives of the
SER technology is to detect conflict points dur-
ing the calls, we also created a more straightfor-
ward dataset, where each dimension (categorical,
valence, and arousal) is composed of only two
classes: Neutral and Emotional. To this end, we
kept the majority class as Neutral, whereas the
minority classes were merged into the Emotional
class. We also indicated in Tables 1 and 2 the result-
ing amount of hours for this binary setting. This
strategy is intended to improve the performance
of the models by not only reducing the number of
classes but also the imbalance of the data. This de-
cision was jointly taken with the CC experts, as it
was determined that different binary classifiers per
dimension would provide enough information to
assess whether a call should be carefully analysed.

Table 2: Amount of data after annotation and post-
processing for the CC-Debt dataset. Note that some
labels have been merged, and others discarded. Com-
plete (Full) and binary (Bin) settings are indicated.

Dim. Label Samples
Time (h)

Full Bin

Category
Calm 9476 23.0 23.0

Annoyed 1717 5.1
7.5

Nervous 873 2.4

Valence
Neutral 9039 21.8 21.8

Negative 2379 6.8
8.7

Very Neg. 651 1.9

Arousal
Neutral 10145 22.4 22.4

Slig. Exc. 2030 5.8
8.1

Excited 749 2.3

3 Experimental results

3.1 Experimental framework

The constructed SER systems were evaluated on
the real CC databases, in addition to the IEMOCAP
corpus (Busso et al., 2008), in order to compare
their performance in a well-established research
database in the community. IEMOCAP consists
of five dyadic sessions with two actors (male and
female), summing up speech recordings that last
nearly 12 hours. Following previous works (Pepino
et al., 2021), we only evaluated categorical classifi-
cation considering four different emotional classes:
Anger, Happiness, Neutral, and Sadness.

All the experiments and evaluations were per-
formed with a 5-fold cross-validation technique.
For our in-domain databases, we split the record-
ings into five separate sessions, ensuring balanced
(stratified) labels and that the audio samples from
the same conversation were not distributed in differ-
ent folds. Regarding the IEMOCAP corpus, each
fold corresponded to a different recording session.

Different kinds of input features were evaluated
during our analysis. Traditional features in the
SER research community were employed, includ-
ing eGeMAPS (Eyben et al., 2015), Compare 2016
(Eyben et al., 2015), as well as prosodic features
(Parra-Gallego and Orozco-Arroyave, 2022). We
also considered SOTA deep features for the SER
task. First, we evaluated x-vector embeddings from
a ResNet trained for speaker verification (Landini
et al., 2022) due to the capability of these mod-
els to summarize various paralinguistic factors.



Table 3: F1 results (and CI) for the evaluation on the
IEMOCAP dataset. CI of results in bold overlap with
that of the best resulting model (underlined).

Feature Classifier IEMOCAP

eGeMAPS

SVM

56.11 ± 3.31
ComPare16 59.35 ± 2.67

Prosody 46.51 ± 2.04
x-vector 59.39 ± 2.83
W2V2 71.22 ± 2.48

WavLM 72.75 ± 2.83

W2V2
DNN-SP 71.52 ± 2.54

DNN-AttCP 68.07 ± 2.52

WavLM
DNN-SP 71.98 ± 2.58

DNN-AttCP 73.80 ± 2.35

Following the current trends, embeddings from
self-supervised models such as Wav2Vec2 XLS-
R (W2V2) (Babu et al., 2022) and WavLM (Chen
et al., 2022) were also analyzed due to their SOTA
performance. Finally, the usefulness of content
information was also analyzed using linguistic fea-
tures. To this end, the audio was first transcribed
using a medium Whisper model (Radford et al.,
2023) fine-tuned with 500 hours of Spanish tele-
phonic speech. The obtained transcriptions were
fed to a Spanish BERT model called BETO (Cañete
et al., 2020) to compute contextual representations.

Previous features were used to train and test two
different machine learning classifiers. The first
model consists of support vector machines (SVM)
using one-vs-rest classification. The SVM was
trained using the radial basis kernel and a balanced
class weighting. Moreover, the features were stan-
dard normalized using the training set statistics.
An average pooling was done for the deep learning
models that output temporal sequences to compute
the utterance vector representation. Moreover, for
the speech self-supervised models, we also consid-
ered the hidden layer representations, which are
known to contain more discriminative paralinguis-
tic information (wen Yang et al., 2021).

To complete our analysis, DNN downstream
classifiers were trained on top of the speech self-
supervised models. We followed the approach pre-
sented in (Stafylakis et al., 2023; Kakouros et al.,
2023), based on pre-trained self-supervised mod-
els with a weighted sum of the hidden represen-
tations before feeding the fine-tuned downstream
network. Two different classifiers were considered,

Figure 3: Confusion matrix for the IEMOCAP dataset
using a WavLM feature extractor with DNN-AttCP
downstream classifier.

both of them based on embedding computation and
softmax classification. The first one performs a
linear transformation for dimensionality reduction
followed by a simple mean-std statistical pooling
(SP), and it is trained using cross-entropy (CE) loss.
On the other hand, the second classifier also con-
siders channel dropout and an alternative attentive
correlation pooling (AttCP). To compute the atten-
tion weights, multiple heads are employed, and the
similarities are aggregated prior the corresponding
softmax layer via LogSumExp function. Finally,
the classifier is trained using the CE loss with label
smoothing.

During training, an 80-20 train-development par-
tition was considered for model validation. The
ADAM optimizer was used with a learning rate
of 3 · 10−4. Finally, to overcome the imbalanced
dataset issue, a down-sampling strategy was fol-
lowed to reduce samples at each epoch and keep a
balanced distribution.

3.2 Results and analysis
We evaluated the different approaches in the IEMO-
CAP and the CC corpora. For the former, a
category-level classification system was built. Sim-
ilarly, we built one classifier per dimension (i.e.,
categorical, arousal, and valence) with the CC cor-
pora. Besides, results are reported for both com-
plete and binary label settings. The approaches
were evaluated in terms of the macro-averaged F1-
score, which accounts for imbalanced datasets. To
consider the statistical significance when compar-
ing systems, we performed bootstrapping (Keller
et al., 2005; Ferrer and Riera) on the pooled test
results to obtain 95% confidence intervals (CI).



Table 4: F1 scores for the evaluation on the CC in-domain data considering the different dimensions. Both the
complete and binary version scores are included (separated by /). CI of results in bold overlap with that of the best
resulting model (underlined).

Feature Classifier CC-Debt CC-Support
Category Arousal Valence Category Arousal Valence

-
Random 26.25 / 45.60 26.40 / 46.05 26.70 / 46.60 19.15 / 47.35 41.60 26.75 / 42.90
Majority 29.33 / 43.99 29.00 / 43.49 28.55 / 42.82 20.98 / 41.96 46.79 28.97 / 46.01

eGeMAPS

SVM

56.07 / 76.66 54.77 / 74.73 58.57 / 77.58 43.68 / 75.21 60.95 50.96 / 67.92
ComPare16 58.53 / 79.15 56.18 / 77.28 59.71 / 79.24 46.43 / 76.59 62.23 55.62 / 71.40

Prosody 49.82 / 72.22 49.54 / 70.90 51.07 / 72.10 37.58 / 68.86 57.71 46.04 / 63.89
x-vector 57.68 / 78.51 55.21 / 75.42 57.79 / 77.12 48.20 / 79.31 64.41 55.82 / 70.93
BETO 54.68 / 74.49 50.14 / 72.29 53.47 / 76.52 51.74 / 74.83 61.88 60.94 / 74.53
W2V2 64.35 / 82.63 62.05 / 80.32 66.18 / 82.41 56.04 / 81.78 66.14 64.43 / 77.08

WavLM 63.69 / 81.65 60.67 / 79.83 64.83 / 81.30 55.00 / 81.67 66.25 62.87 / 76.07

W2V2
DNN-SP 63.94 / 82.71 61.11 / 80.08 64.63 / 81.57 56.62 / 81.04 66.44 64.35 / 74.94

DNN-AttCP 61.46 / 81.09 60.11 / 78.00 61.48 / 80.33 54.39 / 79.57 64.60 62.47 / 73.95

WavLM
DNN-SP 64.53 / 82.27 60.53 / 79.51 63.07 / 81.26 56.36 / 81.23 66.63 64.12 / 75.05

DNN-AttCP 62.61 / 81.14 59.79 / 79.00 62.45 / 80.22 54.81 / 80.41 64.89 63.20 / 74.70

We first considered the IEMOCAP results in
Table 3 to evaluate the different systems in an es-
tablished benchmark. As it can be clearly noted,
in this case the best performance is obtained using
deep features from self-supervised acoustic mod-
els. Nevertheless, there is no statistical difference
between using W2V2 and WavLM as feature ex-
tractors when comparing SVM and DNN classi-
fiers. Moreover, the results using the DNN down-
stream models are comparable with those reported
in (Kakouros et al., 2023), which are SOTA metrics
in the speech-only benchmark. Thus, the analysis
of these results pointed out that the main improve-
ments come from these self-supervised models as
feature extractors. At the same time, a simple SVM
classifier is robust enough to exploit the paralinguis-
tic information of the deep embeddings to perform
SER classification.

Figure 3 shows the confusion matrix for the
IEMOCAP dataset using the WavLM feature ex-
tractor with DNN-AttCP downstream classifier. It
can be observed that the per-class accuracy ranges
between 70%-80%, except for the neutral class,
which shows the lowest per-class accuracy (68%).
Moreover, a high percentage of misclassifications
are observed between the neutral and the remain-
ing emotions, which could be expected in this task
when the system does not clearly detect the emo-
tion in the speech signal. Indeed, the results are
consistent with those obtained by state-of-the-art
recent SER studies (Kakouros et al., 2023; Ulgen
et al., 2024; Shome and Etemad, 2024).

Regarding the in-domain CC datasets, similar
tendencies are found. Table 4 shows the experi-
mental results for the CC-Debt and CC-Support
datasets. We also included results obtained when
using two baseline classifiers: a random classifier
(results averaged over 50 trials) and a majority vot-
ing classifier. As observed, the best performance
is obtained using W2V2 and WavLM features re-
gardless of the classifier. These results confirm the
well-known capabilities of self-supervised models
for this task. As expected, the label merging pro-
cess improved different use cases and dimensions,
with F1 scores close to suitable values for practical
applications (Płaza et al., 2022; Deschamps-Berger
et al., 2023). For the case of CC-Debt, the gains
obtained for the complete vs. binary level configu-
rations are similar across the different dimensions,
showing possible correlations among them.

On the contrary, the disparity is higher in CC-
Support. The observed improvements in categor-
ical classification are probably due to the label
reduction process. Nevertheless, the F1 metrics
are lower in the case of valence and, especially,
arousal, where there were two classes from the ini-
tial version. The discrepancy with respect to the
CC-Debt is that the former is a less-emotional do-
main, and the data for the minority classes were
scarce. Therefore, accurately detecting excitement
and negative emotions was even more challenging.
Still, the results are competitive, considering the
task’s complexity (Deschamps-Berger et al., 2023).
Other features, such as ComPare16 or x-vectors,



(a) Category (b) Arousal (c) Valence

Figure 4: Confusion matrices for the CC-Support dataset using a W2V2 feature extractor with SVM classifier.
These matrices are obtained by dimension (Category, Arousal, Valence) in the complete classes setting.

(a) Category (b) Arousal (c) Valence

Figure 5: Confusion matrices for the CC-Debt dataset using a W2V2 feature extractor with SVM classifier. These
matrices are obtained by dimension (Category, Arousal, Valence) in the complete classes setting.

show strong results for particular cases. The lin-
guistic features exhibit higher accuracy in valence
prediction within the CC-Support domain, likely
attributable to the relative ease of transcription due
to the standardized vocabulary prevalent in these
conversations.

To further analyze these results, Figures 4 and
5 show the confusion matrices obtained for the
CC-Support and CC-Debt datasets, respectively,
when evaluating the W2V2 feature extractor with
SVM classifier. We only show the results for the
complete classes setting as it yields a better un-
derstanding of the main errors produced by the
systems. For the CC-Support, the detection of emo-
tion categories such as Nervous and Satisfied has a
low detection rate due to the few amount of hours,
which justifies using a simple binary detection be-
tween neutral and emotional classes, with most of
the cases representing Annoyed or Nervous users.
Similarly, Positive valences are mainly confused
with Neutral, while detecting Negative vs others
can bring better discriminative results that help de-
tect these altered states. For the CC-Debt, similar
behavior is observed for the emotional category de-
tection. Regarding arousal and valence dimensions,
extreme classes are mainly confused with the adja-

cent intermediate level (e.g., Excited with Slightly
Excited arousal and Very Negative with Negative
valences). Thus, in this scenario, with few labeled
data for these classes, it is justified to simplify the
detection problem and group the non-neutral levels
in a single class while keeping the usefulness of
the deployed systems.

In conclusion, using self-supervised features
from large speech models with classical machine
learning classifiers such as SVMs can obtain
promising results for a practical application of SER
when considering a simplified scenario focused on
detecting Neutral and Emotional classes. More-
over, in more complex scenarios with class variety,
the results are still competitive regarding the cur-
rent state-of-the-art in this area (Kakouros et al.,
2023; Deschamps-Berger et al., 2023). It is also
important to remark that using general SSL fea-
ture extractors trained on a large variety of speech
data avoids the need for transfer learning from pre-
trained SER models (e.g., IEMOCAP), especially
when there is a considerable domain shift between
the source and target scenarios (different languages,
acoustic channel, acted vs. real emotions).



3.3 Subjective analysis

Finally, we conducted a subjective evaluation to fur-
ther analyze the usability of the SER models in a
practical scenario for customer service and speech
analytics. To this end, a new test set of 15 recorded
conversations from the CC-Debt domain is consid-
ered, including both neutral and emotional states.
Two different evaluators are involved in the task.
The first one listens to the conversations and takes
notes about their emotional content and evolution
during the call, both for the agent and the client.
The second one only analyzes the information pro-
vided by the automatic pipeline, which includes
segmentation, diarization, and emotion recognition
(including both full and binary models). Then, the
evaluator described the conversation’s emotional
evolution using only this information. Finally, the
evaluators compared their analysis.

After finalizing this procedure, five conversa-
tions were categorized as generally neutral, and
the remaining ones as emotional. The analysis of
both evaluators matched in 100% of the conversa-
tions, regarding general aspects as the evolution of
emotional state, considering both agent and client
during the conversation. Despite minor errors not
only related to the emotional models but also other
modules in the pipeline (e.g., speaker segmenta-
tion by the diarization step), the automatic analysis
allowed us to obtain an overview of the call and evo-
lution of emotional states. Interestingly, the second
evaluator remarked on the usefulness of multi-class
models for arousal and valence to evaluate the tem-
poral evolution and accurately identify segments
with strong negative emotions (excited arousal and
very negative valence). On the other hand, using
binary models for categorical prediction was pre-
ferred to identify the negative state. To summarize
the outcomes from this evaluation, the involved
company identified practical use cases where the
emotional models, along with other speech-related
technologies (such as automatic speech recogni-
tion and content classification) have potential ap-
plicability, including: (1) call identification with
very negative emotions from the client (especially
exploiting extreme categories for arousal and va-
lence), (2) analysis of emotional evolution on these
calls, and (3) evaluation of agents performance,
where mid-level emotional states are important to
analyze the conversations’ emotional evolution.

4 Conclusions

This paper presented a practical technological trans-
fer of speech emotion recognition systems to the
CC speech analytics sector. This work results from
collaboration between research teams and two CC-
related companies to address specific target scenar-
ios. In this study, we completed all the necessary
stages to ensure that the systems are production-
ready from their facilities: data acquisition, pre-
processing and annotation, analysis and design of
the experimental framework, training, and evalu-
ation of the different approaches. The CC-expert
annotation process ensures the quality of the data
while meeting all the privacy concerns, which usu-
ally causes several issues in developing these sys-
tems. Moreover, we considered two application
scenarios to evaluate the original annotated data
and a transformed version (2 classes) focused on
detecting emotional states. The experimental re-
sults indicated that the proposed approaches are
competitive for the two scenarios, as well as in a
well-established benchmark in the research commu-
nity. This work represents a successful technolog-
ical transfer to the industry, where the companies
have deployed the solutions to evaluate it in their
commercial cases. In future work, we will study
these models’ use along with active learning tech-
niques to help annotate additional emotional data.

Limitations

The main limitation of this work is the generaliza-
tion and application of the development of SER
systems in out-of-domain conditions. The models
have been trained on a limited amount of labeled
speech in specific conditions of language, acoustic
channel, application domain, and targeted emo-
tions. Thus, using these models under different
conditions will result in a performance drop and
non-sense results. Therefore, these systems should
only be considered under similar conditions.

Another limitation is the dependence of the SER
module on previous speech-processing steps in real
applications, including speech segmentation and
speaker diarization. Thus, errors in the previous
steps of the pipeline will ultimately affect the pre-
dictions obtained by the SER system.

Ethics Statement

The EU AI Act considers systems that predict hu-
man emotions from their biometric data. There



is a concern about them due to their potential bi-
ases and lack of generalization, as well as their
potential to limit rights and freedom for human be-
ings. Thus, these systems are generally considered
high-risk and strictly forbidden in domains where
specific person profiles are targeted, such as work
and education environments. Using these systems
in sensitive domains should only be allowed with a
healthcare objective or to ensure people’s security.

In the context of analyzing call-center conversa-
tions, the use of a SER system may be classified
as a non-high-risk application, as long as it ensures
the protection of individuals’ health, security, and
human rights. Additionally, it is critical to imple-
ment measures that prevent potential biases in the
AI models and ensure that these systems do not
significantly influence decision-making processes,
which should always be reviewed by human experts.
Furthermore, this technology must not be used to
profile clients within this domain, and the results
should always be anonymized to protect individ-
ual privacy. Moreover, with regard to transparency
obligations, clients should always be informed that
their conversations are being recorded and analyzed
using these AI systems, and they should be given
the right to object to these operations. Finally,
the deployment of SER systems in CC scenarios
should always be carried out under the supervision
of ethics experts to ensure compliance with rules
and directives outlined in EU regulations.
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