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Abstract

This study proposes a novel framework
for automatic question generation (AQG)
designed specifically for the Urdu lan-
guage. The framework encompasses seven
stages, including pre-processing, tagging,
anaphora resolution, word chunking, au-
tomatic constructed dataset development
(ACD) using Urdu linguistic rules, fine-
tuning MT5 on various model combina-
tions, and a ranking algorithm. It in-
cludes novel algorithms for anaphora res-
olution and word chunking customized for
Urdu’s intricate sentence structures. Uti-
lizing these linguistic rules, the framework
generates 4,497 question-answer pairs from
250 passages. Additionally, the frame-
work explores fine-tuning Multilingual T5
(MT5) on UQuAD 1.0 (Kazi and Khoja,
2021) and ACD with varied encodings and
embeddings, both with and without the
proposed algorithms. Generated questions
undergo a ranking process based on se-
mantic text representation to ensure rele-
vance and quality, filtering out irrelevant
questions. Evaluation using standard auto-
matic metrics such as BLEU-4, METEOR,
and ROUGE-L demonstrates the frame-
work’s efficacy, with the best-performing
model achieving commendable scores of
24.78, 37.07, and 54.99, respectively.

1 Introduction
Automatic question generation (AQG) is an
innovative technique that uses artificial intelli-
gence and natural language processing to cre-
ate questions from textual information. By
employing algorithms and language models,
AQG can analyze text, understand context,
identify key information, and formulate rel-
evant questions. This technology is useful
in various domains such as education (Laban
et al., 2022), e-learning, content creation, and
chatbot systems.

Despite significant advancements in AQG
technology for languages like English, there
remains a notable research gap in develop-
ing an AQG framework specifically for the
Urdu language. Multilingual models often
fail to capture the unique linguistic, syntac-
tic, and cultural characteristics of individual
languages, especially those underrepresented
in training datasets, such as Urdu. Urdu’s
complexity, with characters forming different
shapes based on their position in a word and
context-sensitive grammar, adds to the chal-
lenge (Daud et al., 2017). For instance, for
“how many” questions, there can be a vari-
ant of ⾸,ⶄ,ⶂ,ⶅ depending upon the context
and grammar of the question. Moreover, the
placement of question keywords can change
the meaning of the question. For instance, the
keyword "ㅏ" can be used to form yes/no or
what questions depending upon its placement
in the question. If "ㅏ" is placed at the start of
the sentence and follows the structure of ㅏ +
subject + verb + helping verb, it will generate
yes/no questions, for example, (Does it taste
good?) “ㅏاسⵇذا䣀ا䞈Ი؟'' . On other hand, if "ㅏ"
is placed in the middle of the sentence it will
form a what question, for example, (What is
your name?) ٱم䞈ㅏ؟" ǔ˄ⵇآپ".

The absence of comprehensive frameworks
and resources for Urdu limits the availability
of automated question generation tools tai-
lored to the specific needs of Urdu-speaking
learners, educators, and researchers. To
address this research gap, the study proposes
a hybrid framework for automatic question
generation that combines the linguistic of
Urdu with multilingual transformer to gen-
erate questions automatically. The major
research contribution of this study are:



1. Developed an Automatically Constructed
Dataset (ACD) using rule-based approach
for Question Generation.

2. Proposed novel framework for anaphora
resolution and word chunking.

3. Fine-tuned the multilingual transformer
for Urdu language with different embed-
ding, with and without proposed algo-
rithms of anaphora resolution and word
chunking.

4. Proposed an algorithm to rank generated
question using semantic text representa-
tion.

5. Evaluated and compared the result for
question generation obtained from each
model using automatic and human eval-
uation.

2 Related Work
Heilman’s (Heilman and Smith, 2009, 2010) re-
search established a foundational rule-based
framework for Automatic Question Genera-
tion (AQG) in English, which has influenced
subsequent studies using dependency parsing,
POS, and NER tagging, and semantic role la-
beling with rule-based systems (Khullar et al.,
2018; Azevedo et al., 2020; Flor and Riordan,
2018; Dhole and Manning, 2020). Over the
past decade, AQG has incorporated machine
learning and deep learning techniques, such as
RNNs for sequence transduction (Du et al.,
2017), reinforcement learning with graph-to-
sequence models (Chen et al., 2019), and trans-
formers for faster training (Kriangchaivech
and Wangperawong, 2019; Goyal et al., 2024).
Notable models include the use of T5 for in-
ferential questions (Ghanem et al., 2022), pre-
trained BART on an inquisitive dataset (Gao
et al., 2022), and a neural question genera-
tor trained on diverse datasets (Murakhovs’ka
et al., 2022). Additionally, EQG-RACE inte-
grates pre-trained BERT and ELMo embed-
dings with an Answer-guided Graph Convo-
lution Network (Jia et al., 2021), while an-
other framework uses pre-trained embeddings
on BERT and EMLo, trained with GPT and
GPT2 (Yuan et al., 2021). A model combin-
ing BiLSTM with soft attention and layers for
encoding and decoding has also been proposed

(Bi et al., 2021). Large language models like
GPT-3 and ChatGPT have further advanced
AQG with their extensive pre-trained knowl-
edge and sophisticated language understand-
ing (Lee et al., 2023). These language models
also support multilingual question generation,
but their evaluation in low-resource languages
has yet to be explored.

Furthermore, there is a growing interest in
extending these capabilities to low-resource
languages like Arabic, Hindi, Bengali, which
often lack the extensive labelled datasets and
advance language processing tools (Kazi et al.,
2023).

For the Hindi language, (Anuranjana et al.,
2019) proposed a rule-based AQG system uti-
lizing POS tagging, NER tagging, and depen-
dency parsing, enhanced with linguistic rules
and IndoWordNet ontology to generate ques-
tions. Surface-level and syntactic filters were
applied to improve question quality, but these
filters sometimes removed important questions
containing pronouns for example:
Passage: Nelson Mandela was the first presi-
dent of South Africa. He was born on 18 July
1918
Question: When was he born?

This question was removed by the filter but
”When Nelson Mandela was born?” is the im-
portant question. In our proposed frame work,
we proposed algorithm for anaphora resolution
that replace pronoun with appropriate noun
instead of just removing the question with that
pronoun. On other hand, (Kumar et al., 2019)
proposed a cross-lingual AQG system (CLQG)
for Hindi and Chinese, using a shared encoder-
decoder architecture trained in two phases:
unsupervised training with denoising, autoen-
coding, and back-translation, followed by su-
pervised training with sequence-to-sequence
modeling achieving maximum score of 20.242,
29.143, and 40.643 for BLEU-4, METEOR
and ROUGE-L. (Wang et al., 2021) proposed
a multilingual language model for automatic
question generation in five languages, includ-
ing Hindi and Chinese, utilizing deep learning
models such as Transformer and Multi-BERT
achieving highest scores of 35.19 for BLEU-4,
36.25 for METEOR, and 51.23 for ROUGE for
Hindi language.

For Arabic, Arabic Question Genera-



tor(AQG) claim to be first automatic ques-
tion generation system since earlier proposed
system were semi-automatic (Bousmaha et al.,
2020). It combines rule based approach with
the semantic role labelling of PropBank (SRL)
to generate questions automatically from Ara-
bic text. (Alhashedi et al., 2024) proposed ara-
bic automatic question generation using trans-
formers and scores achieved were 19.12 for
BLEU-4, 23.00 for METEOR, and 51.99 for
ROUGE-L.

For Bengali language, (Fahad et al.,
2024) trained three different answer agnos-
tic transformer model BanglaT5, mT5- base,
BanglaGPT2 with different combination of de-
coding algorithm to generate questions auto-
matically. The scores achieved by their best
performing models were 11.42 for BLEU-4,
21.79 for METEOR, and 35.74 for ROUGE-L.
On other hand, (Ruma et al., 2023) trained
BanglaT5, Mt5-small, Mt5-base transformer
model along with the answer for automatic
question generation and best model achieved
36.60 Bleu-4, 48.98 METEOR, and 63.38
ROUGE-L scores.

Notably, little to no significant work has
been done for AQG in the Urdu language,
highlighting a gap in this area of research. To
our best knowledge, there is no publication for
Urdu language AQG till the writing of this re-
search paper. Hence, to address this gap, the
study proposed a hybrid automatic question
generation framework that incorporates a rule-
based approach with a deep learning model
customized for the Urdu language. However,
the the framework could be applicable to any
language by customizing the rules specific to
the language and training the modules of the
framework on a corpus specific to that lan-
guage.

3 Methodology
The proposed framework integrates a rule-
based approach with a transformer model and
comprises the following seven stages, as seen
in Figure 1:

1. Pre-processing

2. Tagging, which includes POS, NER, and
dependency parsing

3. Algorithm for Word Chunking

4. Algorithm for Anaphora Resolution

5. Development of Automatically Con-
structed Dataset (ACD) using rule based
approach

6. Fine-tuning multilingual T5 (mT5) model
with combination of different embedding
and proposed algorithm on ACD and
UQuAD 1.0 (Kazi and Khoja, 2021).

7. Ranking of generated questions

Figure 1: Proposed Framework

3.1 Pre-processing and tagging
Sentence extraction, word tokenization and
normalization for each passage are performed
using UrduHack (ALi, 2020). The POS are
tagged using (Nasim et al., 2020) having F1
score of 96%, NER are tagged using (Kanwal
et al., 2019) having F1 score of 77% and the
dependency tree is extracted using the Urdu
Model of Stanza Library (ALi, 2020).

3.2 Algorithm for Word Chunking
Even after using a word tokenizer, the sin-
gle word can be treated as multiple words,
for example, in the sentence, ᡲ⦇㯽ح˄ǌٱǍ˄䕉ٱ⸠ن䞀۔
(Muhammad Ali Jinnah is the founder of Pak-
istan), the word ᡲ⦇㯽ح (Muhammad Ali Jin-
nah) is treated as three different words instead
one single word. To solve this issue, an al-
gorithm for Urdu noun chunking is developed.
The algorithm identifies the group of noun and



adjectives that goes together and chucks them
together by removing space and putting “-” to
form a meaningful word. The steps for the
noun chunking algorithm are as follows:

• If a part of speech is followed by the same
part of speech, for example, a noun is fol-
lowed by the same type of noun, they are
chunked together. In the sentence above,
⦇,㯽 and ᡲح are proper nouns (PN), so
they are chunked together. However, 䕉ٱǌ˄
is a common noun (NN), so it is not chun-
ked together. The chunked word will be
.㯽۔⦈۔ᡲح

• However, chunking the same type of noun
is not enough and can result in incor-
rect chunking, for example, in the sen-
tence ᡲ⦇㯽ح⸗اမ䆀ᶤا䥞䜫۔ (Muhammad Ali
Jinnah was born in Karachi), 㯽۔⦈۔ᡲح-
ᶤا⸗ (Muhammad Ali Jinnah Karachi) will
be chunked together. This is an exam-
ple of incorrect chunking as ᶤا⸗ (Karachi)
should not be chunked with 㯽۔⦈۔ᡲح
(Muhammad Ali Jinnah). To solve this
issue, NER tagging is also taken into con-
sideration. The same type of noun is only
chunked together if it has the same named
entity tag. Since ⦇,㯽and ᡲح are tagged
as a person, the words will be chunked to-
gether, but ᶤا⸗ will not be chunked with
it since its NE tag is location.

• If a noun chunk is preceded by an adjec-
tive, the adjective is also chunked with the
noun, for example, in the sentence 㦇ⵇ䗂ء᜕
ພᖫر䞈ㄚ۔ (Sana is wearing a black cap),
the noun ᖫ(cap) is chuck with the adjec-
tive 㦇ⵇ (black).

• If the adjective and noun chunk is pre-
ceded by the adverb, the adverb is also
chunk with the noun, for example, in
the sentence, 䞈رت⦜䕉ا䯎ਏ ǎا䮪 (This is a
very old building), the adverb ਏ (very),
the adjective 䕉ا䯎 (old) and the noun ⦜رت
(building) are chunk together.

• If there is a conjunction between the same
type of noun and the named entity tagged,
they are chunked together. For exam-
ple, ᡲح䖼䮩ƾǐƸŰǐƴ䗂رⅯاور㤒ان㣹ن╌ㅎ❅ḝቕ۔ (Jin-
nah Studied from Bombay university and

Lincoln Inn London.), the terms -Ⅿر䖼䮩-ƾǐƸŰǐƴ

اور-㤒-ان-㣹ن are chunk together.

In addition to aiding in rule formation, the
word chunking algorithm can be utilized to
train deep and large language models by us-
ing word chunks as answers, particularly in
datasets where answers are not available and
only passages are provided. The experiments
conducted in Section 4 indicate that passing
word chunks as answers to mT5 performs bet-
ter than using answer agnostic transformer.

3.3 Algorithm for Anaphora
Resolution

The sentences are extracted from the input
passages. Each individual sentence might con-
tain a pronoun referring to a noun in previ-
ous sentences. Separating each sentence might
result in the pronoun becoming ambiguous.
To avoid this ambiguity, a noun and pro-
noun agreement algorithm has been developed.
The algorithm replaces subject pronouns with
the corresponding noun from the previous sen-
tence. If the previous sentence does not con-
tain a subject noun, the algorithm continues
to look back through earlier sentences until
it finds a subject noun, replacing all subject
pronouns accordingly. Similarly, object pro-
nouns are replaced with the corresponding ob-
ject noun from previous sentences, with the
last occurring object noun being used to re-
place the object pronoun in the current sen-
tence.

3.4 Development of ACD
Urdu linguistic rules are employed for the gen-
eration of questions from provided passages.
In the process, 250 passages were subjected
to rule-based Automatic Question Generation
(AQG). These passages were sourced from di-
verse outlets such as Urdu Wikipedia, Urdu
stories from Urdu Point, and online Urdu com-
prehension materials. The resultant dataset,
named ACD (Automatically Constructed
Dataset), comprises 250 passages with 4497
question-answer pairs. The dataset is , hosted
on a private GitHub repository, and it can be
requested from by emailing corresponding au-
thor at mrkhowaja@iba.edu.pk.The types of
questions generated, and the rules applied to
generate those questions are as follows:



1. Who Questions (〨ن/⸘)
〨ن/⸘ question words are used depending
upon whether the noun is oblique or nor-
mative. Oblique nouns are those noun
which are followed by preposition whereas
normative noun are not followed by prepo-
sition. For oblique noun, noun chunk is
replaced by ⸘, for example,䗂⦇Ἀریر䘧ᱴ
うٱمر

ǔ
˄ⵇٱ⸠نǍ˄ (Chaudhry Rehmat Ali coined

the name of Pakistan.) becomes ⸘Ǎ˄䗂ٱ⸠ن
ٱمرう؟

ǔ
˄ⵇ. For normative noun, noun chunk

is replaced ,〨ن for example, ㈉䪲㱇رجوا♿اᜯ
ᒒر✛ຝ (George Washington was the first
president of the United States) becomes
〨ناຝ㈉䪲㱇✛رᒒ؟

2. What Questions (ㅏ)
If the word chunk is the object noun, it is
replaced by ㅏ, for example, in sentence ݷ
ٳৄر䞈䗃۔ ǎɟሊ䒳ر (The child is drawing a color-
ful picture.) the ٳ ǎɟሊ䒳ر (colorful picture)
is replaced by ㅏ

3. Where Questions (〫ں)
If the chunked noun is a location or or-
ganization, it is replaced by .〫ں For
oblique noun, only chunk noun is re-
moved for example, ᡲح䖼䮩ƾǐƸŰǐƴ䗂رⅯاور㤒ان㣹ن
ㅎ❅ḝቕ╌ (Jinnah studied at Bombay
University and Lincoln’s Inn, London.)
becomes ᡲح䗂〫ں╌ㅎ❅ḝቕ؟ (Where did
Jinnah studied from?). For normative
noun, chunk noun along with its prepo-
sition is removed, for example 䗵ر䆀ᶤرہ⸗ا
䞈 (Sarah lives in Karachi) becomes رہ〫ں
ر䞈䗵؟ (Where Sarah lives?)

4. When Questions (䲷)
Dates or times found by the NER tagger
are replaced by 䲷 along with their prepo-
sitions. For example: ᡲ⦇㯽ح25دမ〨1876⌸ا
䥞䜫 (Muhammad Ali Jinnah was born on
25 December, 1876.) becomes ᡲ⦇㯽حမ䲷ا
䥞䜫؟ (When was Muhammad Ali Jinnah
born?)

5. How Many Questions (ƾ
ǔ Ƹ
ǖ
ƹǒƶĹ/Ų
ǔ Ʒ
ǖ
ƹǎƶĹ)

In Urdu, the choice between ƾ
ǔ Ƹ
ǖ
ƹǒƶĹ/Ų
ǔ Ʒ
ǖ
ƹǎƶĹ for

”How many” questions and ⶂ for ”How
much” questions depends on whether the
noun is countable or uncountable. For
instance, in the question ㈊㟼؟ ǖ ǖ͋وⶂ (How

much time will it take?), ǖ ǖ͋و (time) being
uncountable uses ⶂ (How much). How-
ever, Urdu lacks a noun tagger to distin-
guish countable and uncountable nouns,
limiting the study to ”How many” ques-
tions. When a cardinal value is identi-
fied, it is replaced with either Ų

ǔ Ʒ
ǖ
ƹǎƶĹ or ƾ

ǔ Ƹ
ǖ
ƹǒƶĹ

based on the gender of the dependent
noun. For example, in the sentence 䆀س⺶
ㅏ㘮10ں䞀۔ (There are 10 girls in the class),
ㅏ㘮ں (girls) being feminine, is replaced by
ⶄ, forming the question ⺶سㅏ㘮ⶄ䆀ں䞀؟
(How many girls are there in the class?).
Similarly, in ⺶س䞀㈉㘮10䆀۔ (There are 10
boys in the class), ㈉㘮 being masculine
is replaced by ƾ

ǔ Ƹ
ǖ
ƹǒƶĹ, forming ⺶س䞀㈉㘮ⶅ䆀؟

(How many boys are there in the class?).
When both masculine and feminine nouns
are involved, ƾ

ǔ Ƹ
ǖ
ƹǒƶĹ is used, as in ㈉㘮10䆀س⺶

اورㅏ㘮ں䞀۔ (There are 10 boys and girls in
the class), resulting in ⺶س㈉㘮ⶅ䆀اورㅏ㘮ں䞀؟
(How many boys and girls are there in
the class?). For oblique nouns like in ᜕اس
ٳم10䆀ل╌ⵇم⸗ر䞈䜱۔

ǔ
Ӓ (Sana has been work-

ing in this firm for 10 years), ل (years),
followed by the preposition ╌, uses ƾ

ǔ Ƹ
ǖ
ƹǒƶĹ,

resulting in ƾل╌ⵇم⸗ر䞈䜱؟
ǔ Ƹ
ǖ
ƹǒƶĹ䆀ٳم

ǔ
Ӓاس᜕ (How

many years has Sana been working in this
firm?).

6. Why Questions (㈀ں)
The ㈀ں is used to ask why Question.
When a sentence contains 䐲㈀ (because),
the whole chunk after 䐲㈀ along with 䐲㈀
is removed and the word ㈀ں is placed at
the beginning of the sentence. For ex-
ample, in the sentence ᡲ⦇㯽حᵘ䧷䑨ⵇ䗂ڑدی
ᏽفὲا⑬⑭䐲㈀ (Muhammad Ali Jinnah left
congress because of political difference.),
the whole chunk ᏽفὲا⑬⑭䐲㈀ is removed
and ㈀ں is placed at the beginning of the
sentence. The question formed will be ㈀ں
ᡲ⦇㯽حᵘ䧷䑨ⵇ䗂ڑدی؟

The question generated were evaluated by hu-
man evaluator on the basics of syntax, seman-
tics and relevance on 10-likert scale. Question
with average accuracy of less than 50% on any
of these metrics were removed. The final set
of data of 250 passages and 4497 questions as
seen in Table 1 and distribution of types of
questions can be seen in Figure ??.



Metrics Value
Total Passages 250
Total Questions 4497
Average Length of Question 14
Average Length of Paragraph 9 Sentences
Types of Questions 6
Maximum Length of Question 31
Number of Who Questions 989
Number of What Questions 855
Number of When Questions 900
Number of How many Questions 719
Number of Why Questions 90

Table 1: ACD Statistics

3.5 Automatic Question Generation
using Multilingual Transformers

In this framework, a text-to-text transformer
architecture is proposed for automatic ques-
tion generation, favoring transformers over
models like RNNs and LSTMs due to their ef-
ficiency in capturing long-range dependencies
and faster training speed. This efficiency is
attributed to the self-attention mechanism in
transformers, allowing each token to attend to
all others in the sequence. We employed Mul-
tilingual T5 (MT5) as it integrates both en-
coder and decoder models trained on various
languages. This architecture allows us to en-
code context (passage) and answer and decode
generated question as the output. The sample
output is as follows:

Context:
㈉㨖㳡ٱǎ˄ ٶ

Ǘ ǔ
ՙآلا ǖمⴜ㈉ٱ⸠نǍ˄〨1947㊌1913╌14ا䗂حᡲ

㈉لᢍ䲎ر㍉ຝ㈉ٱ⸠نǍ˄ ǖت䁡ຊا༔اور،䮨مد䈶تا㩕ٶ
ǔ
؎䯎ر⡷㈉䜡ر

ٶ㩕تا䈶مد䮨۔
ǔ
؎䯎ر⡷㈉ ǔƼǎ ƹ

ǔ
ƶǎƹŪڈو

Answer:
ᡲح

Questions:
˄ǎٱ㈉㨖㳡رᒒ䜡؟ ٶ

Ǘ ǔ
ՙآلا ǖن1913╌1947〨

ٳاہᒒ؟ ǌɟ⇤㈉㨖㳡ٱǎ˄ ٶ
Ǘ ǔ
ՙآلا ǖن1913╌1947〨

˄ǎٱⴜㅎ㨖㳡دتㅎ؟ ٶ
Ǘ ǔ
ՙآلا ǖ1913╌1947䗂⸘

To enhance context utilization and address
computational constraints, the MT5 model is
trained at the sentence level rather than the
passage level. Sentences are extracted and
anaphora resolution is applied to resolve am-
biguous references, followed by tokenization

using sentence piece. To capture similar words,
Word2Vec and FastText word embeddings are
employed. The encoder maps each word in
a sentence to a dimensional vector, and sen-
tences are padded to a maximum length of 512
for uniformity. The self-attention mechanism
in the encoder captures dependencies between
words in both local and global contexts. Input
and target sequences are formatted and passed
to the transformer for output generation. The
decoder generates the output sequence using
self-attention, with beam search employed to
explore multiple candidate sequences simulta-
neously, enhancing the likelihood of capturing
important and diverse questions. For exam-
ple, consider the Urdu sentence, Ǘ ǔҍؤ㩕Ⲛوا䆀㩉ٱ Ǐʦ
╌اوຖ䉹ڑ䞈۔ ǌחⵇ䕊د Ǘرח䮩ا(Mount Everest in the Hi-
malayas is the highest mountain in the world.)
with answer 㩉ٱ Ǐʦ (Himalayas). The greedy
search made the following question ╌ ǌחⵇ䕊د
اوຖ䉹ڑ⸘䆀وا䞈Ⲛ؟ (Which is the highest moun-
tain in the world located?) but the top ques-
tions using beam search were 〫ںوا䞈Ⲛ؟ Ǘرח䮩ا Ǘ

ǔ
ҍؤ㩕

(Where is Mount Everest Located?), ╌ ǌחⵇ䕊د
اوຖ䉹ڑ〫ںوا䞈Ⲛ؟ (Where is the highest mountain
in the world located?) and ᜯٱǎ˄ ╌اوຖ䉹ڑ〫ں˄Ǎٱ ǌחⵇ䕊د
䞈≢.(Where؟ can the highest mountain in the
world be found?) The snapshot of the proba-
bility calculated using beam search can be seen
in Figure 2.

3.6 Ranking of Generated Questions

Multiple questions can be generated from a
single sentence which results in an over gen-
eration of questions. To resolve this issue, the
questions are ranked, and the top 10 questions
are selected. Currently, the ranking algorithm
is determined by their similarity to the orig-
inal sentence. Sentence embeddings for each
sentence in the paragraph are calculated us-
ing SBert multilingual. Subsequently, the em-
beddings of each sentence in the passage are
averaged to create the passage’s overall em-
bedding. Likewise, sentence embeddings for
the questions are computed. After which, co-
sine similarity is employed to measure the sim-
ilarity between the passage and each question,
and the top 10 questions with the highest sim-
ilarity scores are selected as seen in Figure 3.



Figure 2: Probability Distribution of Beam Search
Candidates

4 Experiment
The study conducted four different sets of
experiments on the ACD and UQuAD 1.0
(Kazi and Khoja, 2021) datasets , utiliz-
ing pre-trained embeddings, specifically Urdu
word embeddings (Haider, 2018) and Fast-
Text (Grave et al., 2018), integrated with a
deep learning model both with and without
anaphora resolution and a ranking algorithm.
Additionally, various hyper-parameters such
as learning rate, number of epochs, and batch
size were systematically adjusted to optimize
the model’s performance. The model per-
formed best with the hyper parameters shown
in Table 2, considering the computational lim-
itations.

Hyperparameter Value
Epochs 3
Optimizer Adam
Batch Size 12
Learning Rate 1e-5
Number of Beams 5
Number of Sequence 3

Table 2: Optimal Hyper parameters for Model Per-
formance

• Experiment 1: Fine-tuned Mt5 on ACD

Figure 3: Proposed Ranking Algorithms for Gen-
erated Questions

with Urdu word embeddings (Haider,
2018) and FastText (Grave et al., 2018).

• Experiment 2: Fine-tuned Mt5 on ACD
along with two specified embeddings and
anaphora resolution named Sawaal.

• Experiment 3: Fine-tuned Sawaal along
with ranking algorithm.

• Experiment 4: Fine-tuned best perform-
ing model i.e. MT5 along with anaphora
resolution and ranking algorithm on Fast-
Text embeddings on the following dataset
and encoding:

1. Answer Aware MT5 trained on ACD.
2. Answer Agnostic MT5 trained on

ACD.
3. Word Chunks encoded as answer for

MT5 trained on ACD.
4. Answer Aware MT5 trained on

UQuAD 1.0 (Kazi and Khoja, 2021).
5. Answer Agnostic MT5 trained on

UQuAD 1.0 (Kazi and Khoja, 2021).
6. Word Chunks encoded as answer for

MT5 trained on UQuAD 1.0 (Kazi
and Khoja, 2021).

The experiments were designed to analyze
the accuracy of the proposed anaphora reso-
lution and ranking algorithms. By comparing
these experiments, the study aimed to gain in-
sights into the effectiveness of different word



Model BLEU-4 METEOR ROUGE-L
MT5 + Urdu embeddings 17.73 20.97 39.89
Sawaal + Fast Text embeddings 21.36 35.23 52.38
Sawaal + Urdu embeddings 22.14 34.02 51.65
Sawaal + Fast Text embeddings + Ranking 24.78 37.07 54.99
Sawaal + Urdu embeddings + Ranking 23.32 36.47 53.66

Table 3: Evaluation Metrics for Question Generation Models

embedding techniques and the proposed al-
gorithms when combined with large learning
models like MT5. Specifically, the comparison
between experiment 1 and experiment 2 high-
lights the impact of the anaphora resolution
algorithm on improving model accuracy. The
comparison between experiment 2 and experi-
ment 3 evaluates the effectiveness of the rank-
ing algorithm. Finally, experiment 4 assesses
the model’s adaptability and generalization ca-
pabilities when trained on different datasets,
while also evaluating the efficiency of using
word chunks for answer encoding within the
MT5 framework.

5 Evaluation
The questions produced by the framework un-
dergo evaluation against the UQuAD 1.0 test
dataset to compute metrics such as F-scores
for METEOR (Banerjee and Lavie, 2005),
BLEU-4(Papineni et al., 2002), and ROUGE-
L (Lin, 2004). Table 3 presents the scores
achieved by each model in the experiment 1-
3, utilizing the following encoding format:
input = ”context: %s answer: %s </s>” %
target = ”question: %s </s>” %
While Table 4 and Figure 4 presents the
scores of fine-tuning the T5 model on differ-
ent datasets and combination of various input
encoding method.

Combinations Datasets Encoding
1 UQuAD 1.0 (p,a)
2 UQuAD 1.0 (p)
3 UQuAD 1.0 (p,wc)
4 ACD (p,a)
5 ACD (p)
6 ACD (p,wc)

Table 4: Encoding Combinations for Datasets. p
stands for paragraph, a stands for answer and wc
stands for chunks

Figure 4: Evaluation of Different Dataset and En-
coding Combinations

The study also evaluated final set of gen-
erated question from 10 human expert who
evaluated the question based on syntax, rel-
evance and semantics of the question on 10-
likert scale. The average score for syntax, se-
mantics and relevance were as 8.4, 8.2 and 7.7
respectively.

Limitations
While the proposed framework is able to gen-
erate semantically, syntactically and relevant
questions from the passage it also have few
drawbacks. Firstly, both datasets used for
model training contain errors. UQuAD 1.0
contains translation errors, while ACD suf-
fers from errors due to rule exceptions, insuffi-
cient language processing tools, incorrect tag-
ging. Secondly, in the studies only pre-trained
word embeddings are used. Future research
aims to train conceptual embedding such as
mBERT and SBERT for urdu language to en-
hance semantic understanding and context in
natural language processing tasks. Thirdly,
current system limitations include treating all
sentences equally in importance and relying
solely on similarity measures for question rank-
ing, without considering whether the answer
is present in the passage, which are aspects
intended for future implementation.



Ethics Statement
This study adheres to the highest ethical stan-
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