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Abstract

The present study analyzes the influence of
linguistic factors (sentence ambiguities) and
non-linguistic factors (visual cues) on online
language processing in translation tasks. More-
over, it also offers an attempt at relating ma-
chine and human translation in a multimodal
setting, an aspect that has received less atten-
tion before. We qualitatively evaluated transla-
tion outputs between subjects across different
experimental conditions, as well as between hu-
man and machine translation processes. We ob-
served a positive correlation between humans’
reading time and models’ next token prediction,
with a higher similarity score for the translation
of unambiguous sentences compared to transla-
tions of ambiguous sentences. We also found
that a context-relevant image has a significant
influence on translation updates.

1 Introduction

Translation is an important aspect of language use.
A vast number of machine translation models have
been developed over the last decades trying to assist
and automatize this task. However, less attention
has been paid to the architecture and mechanism of
language processing during translation tasks and
the relation between these processes in humans and
in machines.

We attempt to provide a new perspective by tak-
ing translation as the task in assessing language
processing and comparing human and machine pro-
cessing in it. It is clear that the mechanisms are fun-
damentally different between the human brain and
machine translation (MT) systems. However, ac-
cording to the three levels of analysis proposed by
Marr (1982), studying human translation processes
can reveal how people handle ambiguity, context,
and non-linguistic information. This knowledge
can inform the development of more sophisticated
and human-like MT systems at the computational
level.

In real-world scenarios, human language pro-
cessing is further compounded by external stim-
uli such as images or sounds, which can either
assist, hinder or distract human comprehension.
By examining how humans process sentences in
real-time, we can identify strategies to improve ma-
chine translation algorithms, making them more
adaptable and contextually aware. While some
studies focus on specific aspects, such as using eye-
tracking to evaluate MT systems (Doherty et al.,
2010; Stymne et al., 2012) or using EEG to measure
effort during human translation (Hansen-Schirra,
2017), it remains challenging to unravel how the
working mechanisms of machines differ from those
of humans and to what extent they are comparable
(Wang et al., 2023; Lakretz et al., 2021).

In this study, we combined eye-tracking data
to analyze human language processing and used
surprisal obtained from GPT-2 to represent the
processing of models. Our experiments examine
language processing for both ambiguous and un-
ambiguous sentences, presented with or without
relevant visual cues. Furthermore, we compared
machine translation outputs based solely on tex-
tual input and human translations performed under
three different visual stimuli. We assess the poten-
tial influence of visual cues on human comprehen-
sion and evaluate whether multi-modal machine
translation is necessary for reaching human-like
performance in our setting. This inquiry is partic-
ularly pertinent due to the inconclusive results in
integrating visual stimuli to enhance machine trans-
lation (Specia et al., 2016; Elliott, 2018; Caglayan
et al., 2019). This attempt also allows us to relate
human cognitive processes to artificial systems in
future research.

The objective of the current study is to assess
whether machine processing can be numerically
correlated with human language processing in
translation tasks. The main research question can
be formulated as the following two respects:



• Research Question 1: Do machines and hu-
mans exhibit comparable difficulties in pro-
cessing ambiguous vs. unambiguous sen-
tences?

Hypothesis: Higher processing complexity
should be shown for both humans and ma-
chines.

• Research Question 2: Do visual cues impact
human translation outcomes, and which visual
condition in human translation aligns better
with the machines’ outcomes that rely solely
on text?

Hypothesis: Visual conditions affect human
translation, and machine, text-only processing
should be more similar to human translation
results when no additional visual cues are pro-
vided.

The following sections are organized as follows:
Section 2 provides an overview of previous studies
on language processing and highlights the research
gap in language processing, particularly in human-
machine comparison that we are addressing in this
study. Section 3 introduces the corpus we used
in our study. Section 4 focuses on the input pro-
cessing in humans and models (machine), while
Section 5 analyzes the output of language process-
ing by human and machine processing.

2 Background in Language Processing

In human language processing studies, reading
time serves as a crucial measure for assessing lan-
guage processing difficulty. In psycholinguistic
research, there has been a comprehensive study
of the correlation between processing difficulty
and longer reading duration (Underwood et al.,
2000; Juhasz and Rayner, 2003; Rayner and Raney,
1996). In the studies of eye-tracking techniques
and language processing, fixation duration can be
an indicator of processing complexity. Specifically,
shorter fixation durations have been associated with
more predictable words, whereas longer durations
have been linked to unpredictable words (Ehrlich
and Rayner, 1981).

For statistical models, surprisal theory provides
a measure of the difficulty of language processing
(Hale, 2001; Levy, 2008; Boston et al., 2011). Sur-
prisal estimates how surprising or unlikely the next
word appears based on the partially established
structure of the sentence. For instance, the process-

ing difficulty of garden path sentences can be cap-
tured by surprisal (Hale, 2001). In previous studies,
surprisal shows a positive correlation with reading
time (Smith and Levy, 2013; Monsalve et al., 2012;
Goodkind and Bicknell, 2018). Roger (2008) pro-
poses that the word surprisal is proportional to the
negative log probability of words.

Another method to investigate processing diffi-
culty can be translation output from a source lan-
guage to a target language. It is found that the
source text is one factor that affects translation
(Campbell, 1999; Dragsted, 2012). Tokowicz and
Degani (2010) state that ambiguity slows transla-
tion and can reduce translation accuracy due to the
competition of potential target translation choices.
Heilmann (2020) and Hvelplund (2014) study the
language processing in the setting of translation
tasks and state that the focus (longer gazing dura-
tion) on the source text corresponds to more trans-
lation options in the target language system. Drag-
sted also (2012) found that high variability of trans-
lation output is related to higher reading duration
and self-corrections.

In previous studies, the complexity of language
processing has rarely been examined under the
human-machine comparison setting. We attempt to
provide a new perspective by taking translation as
the principal task in assessing language processing
and comparing human and machine processing.

3 Corpus: EMMT

We use Eyetracked Multi-Modal Translation
(EMMT) corpus (Bhattacharya et al., 2022) for
our research. The corpus comprises 200 sentences,
categorized into two types, ambiguous and unam-
biguous, with 100 sentences in each category.

In this corpus, source sentences are in English
and they were translated into Czech. Each par-
ticipant went through two rounds of reading and
translating phases. In the first round, only a plain
sentence was shown and the subjects were expected
to say its translation into Czech aloud. In the sub-
sequent phase, one of three visual conditions was
provided: a relevant picture, an irrelevant picture,
or no image. Subjects were expected to confirm
their previous translation, or say an updated ver-
sion. Both ambiguous and unambiguous sentences
were distributed equally among the participants and
across three visual conditions.



4 Input Processing

This section studies the input processing of hu-
mans and models. In Section 2, we discussed the
surprisal theory and its correlation to human lan-
guage processing, however, it is not yet confirmed
whether surprisal also correlates with text reading
specifically for translation purposes. Our study
aims to fill the existing gap.

In our experiments, we also test whether an in-
trinsic factor (sentence ambiguity) has an impact
on the language processing of humans (measured
by reading duration) and the model (measured by
surprisal obtained from GPT-2), and investigate
whether the model’s surprisal correlates with hu-
man’s reading duration.

We compute the reading duration for each sen-
tence based on eye-tracking data. The eye tracker
collects data with an interval of approximately
0.5 milliseconds between each two adjacent time
points. The overall reading duration of a

As the machine counterpart to human processing
duration, we take the model’s surprisal: the method
of negative logarithm of probability proposed by
Levy (2008) is adopted to compute surprisal. In
addition, we view human language processing as an
incremental procedure, where meaning is obtained
as words are encountered in a sequential manner
(Brouwer et al., 2010). Guided by this premise, we
utilize the generative model GPT-2 (large) to derive
word probabilities.

The probability of the next word is obtained
one at a time with previous words in the sentence
serving as a prompt. The predicted difficulty of a
sentence is computed as the sum of negative loga-
rithms of the conditional probabilities of the words
in the sentence (excluding the first word of the
sentence, which only serves as the prompt). For
example, we calculate the surprisal of the sentence
‘The stand is stable’ as Equation (1).

Surprisal = −log (P ( stand | The ))

− log (P ( is | The stand ))

− log (P ( stable. | The stand is )) (1)

Table 1 presents the results of fixation duration
in two groups (ambiguous and unambiguous) when
reading source texts. The results indicate a slightly
longer duration that participants dedicated to read-
ing ambiguous sentences as opposed to unambigu-
ous sentences. However, it is noteworthy that this

Ambiguous Unambiguous

Reading (sec) 7.637 7.334

Table 1: Reading time during sentence reading phrase.

Ambiguous Unambiguous

Surprisal value 51.21 49.56

Table 2: Sentence surprisal value obtained from GPT-2.

difference between the two groups is not statisti-
cally significant (T-test: p = 0.161 ).

The surprisal values for both the ambiguous
group and unambiguous group are displayed in Ta-
ble 2. The table demonstrates that GPT-2 perceives
ambiguous sentences to be marginally more sur-
prising than unambiguous sentences. Similarly to
human processing, the difference between the two
groups is not statistically significant as indicated
by T-test (p = 0.162).

We further analyze the correlation between sen-
tence reading duration and surprisal using Pear-
son’s correlation coefficient (r). The results indi-
cate a moderate positive correlation between the
two (r = 0.507). Analyzing the ambiguous and
unambiguous sentence groups individually, we find
correlations of r = 0.58 for the unambiguous
group is higher than r = 0.43 for the ambiguous
group. This suggests that the alignment between
human reading time and the model’s surprisal is
more pronounced in the case of unambiguous sen-
tences.

5 Translation Outputs

In this section, we analyze the translation outputs
as the results of language processing. Three exper-
iments were implemented to investigate two fac-
tors (ambiguity and visual cues): (1) a comparison
between the initial translation and subsequent up-
dated version by the same subjects (Section 5.1);
(2) a comparison of the translation outputs across
different subjects (Section 5.2); and (3) a compari-
son of the translation outputs between humans and
machine translation systems (Section 5.3).

On the one hand, we explore the effect of sen-
tence ambiguity on translation outputs. Our study
builds on previous research (Tokowicz and Degani,
2010; Heilmann, 2020; Hvelplund, 2014), which
suggests that translation results exhibit greater vari-



ance for sentences that are more challenging to
process. Our hypothesis is that ambiguous sen-
tences can be interpreted in different ways, and
as a result, their translations should undergo more
updates when accompanied by an image in the sec-
ond translation phase. Moreover, we anticipate that
the translation outputs from humans and machines
would exhibit greater dissimilarity for ambiguous
sentences than for unambiguous ones.

On the other hand, we intend to analyze the in-
fluence of visual cues on human translations (Sec-
tions 5.1 and 5.2). Specifically, we aim to ex-
plore the conditions under which translation out-
puts demonstrate greater similarity across subjects
when considering three different visual cues (a re-
lated image, no image, and an unrelated image)
(Section 5.2). Additionally, we aim to identify the
visual conditions under which human translations
exhibit greater similarity to machine-generated
translations that rely solely on textual inputs1 (Sec-
tion 5.3).

5.1 Translation Updates
This section analyzes translation updates, a compar-
ison between subjects’ initial translations (relying
solely on source sentences) and their subsequent
updated versions (when one of the image condi-
tions is presented).

The similarity of sentence pairs is measured us-
ing the Levenshtein distance over words, which
is further normalized into a similarity ratio using
Equation (2) in order to minimize the impact of
varying sentence lengths. This normalized similar-
ity ratio ranges between 0 and 1, where 0 indicates
no word overlap in the sentence pair and 1 indi-
cates two sentences are identical. The analysis of
translation updates is conducted considering two
factors and 6 conditions in total: 2 [AMBIGUITY] ×
3 [VISUAL CUES] setting.

Ratio =
len(Sen1) + len(Sen2)− distance

len(Sen1) + len(Sen2)
(2)

We utilize a two-way ANOVA (with factor in-
teraction considered) to assess the influence of
the factors. The initial results confirm that there

1Given the restriction that multi-modal machine transla-
tionreadily available, we only compare all visual conditions
from humans with one condition from machines, which is only
with textual input.

Figure 1: Similarity ratio between the initial translation
and the updated translation (error bar plots).

is no significant interaction between the two fac-
tors: AMBIGUITY and VISUAL CUES (F = 1.385,
p = 0.251). The results also reveal that the dif-
ference between ambiguous and unambiguous sen-
tences is not statistically significant (F = 0.273,
p = 0.251), suggesting that sentence ambiguity
has a minimal effect on translation updates during
the second translation phase. We explain this by the
nature of ambiguity types observed in EMMT data:
depending on the source of the image and sentence,
the sentences exhibit syntactic ambiguity (like “I
saw a man with the telescope”), for which however
the translation into Czech does not need to resolve
the ambiguity, or lexical ambiguity (like “court”,
which is ambiguous between the court of justice
and a tennis court), where however the remaining
words in the sentence typically provide enough non-
visual context for ambiguity resolution. In either
case, there is no need to update the translation into
Czech. The last common ambiguity type, gender
ambiguity (male vs. female tennis player) is not
very frequent and its visual resolution is often in
line with the stereotypical solution chosen by the
translators in the absence of other information.

More significantly, the test indicates a notable
influence of visual cues (F = 38.141, p < 2e−16).
Figure 1 illustrates that the lowest similarity ra-
tio occurs when a related image is provided in the
second round of translation. This suggests that
subjects tend to make more updates to their transla-
tion when provided with a relevant picture. Further
Welch-Satterthwaite t-test shows that ‘related im-
ages’ exhibit a statistically significant effect on the
similarity ratio of translation updates (t = −4.588,
p = 5.36e−06) compared to the visual condition



of ‘no images’. Our explanation here is based on
the observation that the text is often vague. The
provided image allows the translators consider the
general setting in which the sentence was used, and
rephrase the translation to be appropriate for this
setting.

Finally, there’s no significant distinction ob-
served between the ‘unrelated image’ condition
and the ‘no image’ condition (β = −0.007, t =
−0.482, p = 0.630).

5.2 Translation Comparison across Subjects

This section presents the analysis of translation sim-
ilarity across subjects, specifically examining the
extent to which translations of the same source sen-
tence, produced by different subjects are similar.

Unlike the previous subsection (Section 5.1),
which focuses on updates at the word or lexical
level, we now evaluate the similarity of transla-
tions across subjects in terms of meaning. For this
purpose, we employ the BLEURT metric (Bilingual
Evaluation Understudy with Representations from
Transformers, Sellam and Parikh, 2020a; Sellam
et al., 2020b) to evaluate the similarity of transla-
tion pairs.

BLEURT leverages contextualized word represen-
tations from BERT to provide a score aligning better
with human assessment of translation similarity
(Sellam and Parikh, 2020a; Sellam et al., 2020b).
The BLEURT score ranges roughly between 0 and 1,
with 1 indicating more similar translation pairs and
0 less similar (the score occasionally goes below
0).

We computed BLEURT scores for all translation
pairs of the same sentence across the visual condi-
tions and subjects. More specifically, we compare
sentence translations in various scenarios, such as
when both subjects saw no image (written as ‘no-
no’ for short); when one saw an unrelated image,
and the other a related image (‘unrelated-related);
etc, resulting in a total of 6 visual cues combina-
tion conditions. Overall, the study demonstrates a
2 [AMBIGUITY] × 6 [VISUAL CUE COMBINATION]
setting.

Considering the repeated sampling when estab-
lishing pairwise comparisons and the potential in-
terplay between factors, we employ a linear mixed
model (with interaction and random effect struc-
tures considered) to examine the impact of ambigu-
ity and visual conditions on cross-subject transla-
tion similarity. The linear mixed model was fitted

Figure 2: Cross-Subject Translation Similarity

using the REML method, and t-tests using Satterth-
waite’s method.

The results are visualized in Figure 2. We ob-
served that translations of unambiguous sentences
exhibit higher cross-subject BLEURT scores than
those of ambiguous sentences. It implies that un-
ambiguous sentences are translated by humans with
less variance, although this result is not statistically
significant (β = 6.249e−2, t = 1.768, p = 0.774).

Regarding the influence of visual conditions, the
linear mixed model demonstrates that the ‘related-
related’ condition is the only one demonstrating a
significant effect, compared with the ‘no-no’ con-
dition (β = 4.908e−02, t = 1.963, p = 0.0498). It
means that when both subjects are provided a rele-
vant image as translation support, their translation
outputs tend to be more similar compared to other
visual conditions, supporting also our argument
about the related image reducing the information
vagueness about the described situation. This find-
ing also implies that a relevant image may help to
resolve ambiguity in the ambiguity group.

In the unambiguous group, subjects exhibited
the greatest translation similarity when no image
was provided for both subjects. The provision of
unrelated images (‘unrelated-unrelated’ condition)
results in the least similarity between translation
pairs. This suggests that unrelated images might
serve as distractions for subjects. However, these
findings aren’t statistically significant and need fur-
ther examination to verify.

5.3 Human-Machine Translation Comparison
Following the exploration of translation compari-
son across subjects, this section compares human
translations with translations generated by four ma-
chine translation systems: Google, Lindat,2 DeepL,

2https://lindat.mff.cuni.cz/services/
translation/

https://lindat.mff.cuni.cz/services/translation/
https://lindat.mff.cuni.cz/services/translation/


and chatGPT.3

Firstly, we investigate which translation systems
exhibit greater similarity to human translations.
Prior research (Popel et al., 2020) suggests that
the Lindat translation model (also known as CUB-

BITT) demonstrates higher fluency and accuracy
levels than other systems, and even surpasses hu-
man translation quality. We will test the perfor-
mance with our sentences and experiment settings.

Secondly, we examine visual conditions under
which human translations exhibit greater similar-
ity to machine-generated ones that rely solely on
textual inputs. We use BLEURT to measure transla-
tion similarity, as in Section 5.2. Concerning am-
biguity, we hypothesize that human and machine
translations should exhibit greater similarity when
translating unambiguous sentences. Our hypothesis
regarding visual conditions is that machine transla-
tion relying solely on texts should exhibit greater
similarity (higher BLEURT scores) to human trans-
lations with no images. The linear mixed model is
used again (as in Section 5.2) to test the factors.

To better assess the performance of the four
models, we additionally established a worst-case
baseline by shuffling the Lindat translations which
leads to translation pairs without association. The
BLEURT score in this case is negative (−0.62). The
results show that all four systems show significantly
better results than the baseline (p < 2e−16). More-
over, t-tests from the linear mix model reveal that
chatGPT scores significantly lower than the other
three systems (p < 0.01). This result might indi-
cate a lower translation quality, but it can also be an
artifact due to considerable dissimilarity between
LLM-based translation outputs and standard MT
outputs.

Additionally, Figure 3 demonstrates that the per-
formance of Lindat stands out as the best among
the models, although the difference from Google
(β = 3.63e−02, t = 1.309, p = 0.191) and DeepL
(β = 0.043, t = 1.502, p = 0.133) is not statis-
tically significant. This result verifies the perfor-
mance of Lindat in prior studies.

Regarding the influence of visual cues, the t-tests
conducted in the linear mixed model suggest no sig-
nificant effect is observed. Nevertheless, Figure 3
provides additional insights. It shows that within
the unambiguous sentence group, all four trans-
lation systems exhibit the highest BLEURT scores

3Translations from the respective systems were obtained
in March 2023.

Figure 3: Similarity between human and machine trans-
lation estimated by BLEURT score taking the human
translation as the reference and each of the MT outputs
as candidates.

when their translations are compared to human
translation under the ‘no image’ condition. This
observation supports our assumption that machine
translation aligns better with human translations
without image assistance (though statistically in-
significant, p > 0.05). Additionally, within the
unambiguous group, translations of four systems
exhibit lower BLEURT similarity scores with human
translation under the condition of ‘irrelevant im-
age’, compared to the condition of ‘no image’. It
implies that irrelevant images might distract human
translators, resulting in a lower correlation between
machine and human translations. However, further
research is needed to confirm this hypothesis.

For ambiguous sentence groups, the visual con-
ditions do not show a consistent influence on trans-
lation similarity. Translations from Google and
DeepL correlate better with human translations
when related images are included. However, this
pattern is not apparent in Lindat and chatGPT, and
the effect remains statistically insignificant.

6 Conclusion

Our study analyzes the language processing of hu-
mans and machines in translation tasks and exam-
ines the impact of sentence ambiguity and visual
cues on sentence processing in translation tasks.

Section 4 suggests that processing from humans
and machines correlates with each other: humans
exhibit a slightly longer fixation duration, and
the model reveals slightly higher surprisal values
(showing higher degree of processing complexity)
during the processing of ambiguous sentences.

Given the restriction that we cannot assess the
machine’s translation ability when providing a vi-
sual condition, we compared the machine’s textual



translation outputs with the human’s translation un-
der three visual conditions to see which condition
correlates better with the machine’s textual transla-
tion results. We noted that translations generated
by machines tend to exhibit a higher degree of
similarity to human translations when subjects are
provided only with plain texts. For the unambigu-
ous sentence group, we also observe that machine
translations are more similar to human translations
with only plain texts provided (without visual cues)
compared to conditions with a relevant or irrelevant
image.

In the examination of the effect of visual cues
on human language processing, we discovered that
image conditions display an influence on subjects’
translation updates. In particular, when related im-
ages are provided, there is a tendency for more
word updates in the later translation correction
phase. In the context of translation comparison
across subjects, we observed that translations tend
to be more similar when both subjects are exposed
to a related image. Irrelevant images might distract
human translators, resulting in a lower similarity
between machine and human translations.
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