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Abstract
This study advances Arabic dialogue nego-
tiation by enriching the responses of Large
Language Models (LLMs) with targeted fine-
tuning that addresses key challenges such as
arithmetic reasoning, chain-of-thought process-
ing, and pronoun consistency. We validated
the prevalence of these issues by testing re-
sponses from multiple LLMs including Gemini,
LLaMA 2, and BARD. To tackle these short-
comings, we propose the use of fine-tuning to
construct a comprehensive dataset that simu-
lates varied negotiation scenarios. We apply
our proposed fine-tuning technique to GPT-3.5
Turbo and showcase the LLM’s abilities to ex-
ceed current performance benchmarks. Our
evaluation framework assesses improvements
in dialogue length, strategic depth, and arith-
metic accuracy, comparing the performance of
fine-tuned models against original metrics and
benchmarks from GPT-4. The results demon-
strate significant advancements in negotiation
performance by the fine-tuned LLM, surpass-
ing the baseline model in engagement and
strategic execution.

1 Introduction

Negotiations are fundamental to human interac-
tion, occurring in various contexts from casual
market transactions to complex diplomatic discus-
sions (Schmid et al., 2021; Kramár et al., 2022).
The rise of chatbots that mimic human negotiators
has notably influenced negotiation practices. In
this evolving landscape, intelligent agents often
find themselves needing to cooperate with others
who have different goals, primarily using natural
language to reach agreements. Negotiation thus
emerges as a complex interplay of linguistic skill
and strategic reasoning, requiring agents to under-
stand, plan, and strategically generate utterances to
achieve objectives (Traum et al., 2008; Plüss and
Piwek, 2016)

Despite advances in negotiation bots for English,
utilizing game theory, rule-based systems (Jennings

et al., 2001; Hussain, 2014; Balachandran and Mo-
hammadian, 2015; Koley and Rao, 2018), and deep
learning (Bachrach et al., 2020), research into non-
English languages, especially Arabic, remains lim-
ited. Pioneering efforts have largely focused on En-
glish, with advances in Seq2Seq Recurrent Neural
Network models trained through supervised learn-
ing (Lewis et al., 2017). These models, refined with
reinforcement learning (RL), set a benchmark for
product negotiation bots. Subsequent studies have
introduced enhancements in emotional intelligence
and persuasion tactics (He et al., 2018; Wang et al.,
2019; Zhou et al., 2019; Mishra et al., 2022; Raut
et al., 2023).

More recently, the emergence of transformer-
based models, notably the Generative Pre-trained
Transformer (GPT) series, has revolutionized lan-
guage processing (Chow et al., 2023). Large lan-
guage models (LLMs) including Gemini, GPT-3.5
Turbo, LLaMA 2, and BARD have made signifi-
cant strides in understanding and generating natu-
ral language. However, applying these to Arabic
negotiation dialogues reveals critical challenges.
First, the complexity of chain-of-thought (COT)
reasoning in Arabic often leads to models failing
to follow or generate coherent arguments. Second,
LLMs exhibit a notable lack of precision in nu-
merical reasoning and calculations. Finally, the
intricacies of Arabic pronoun usage present a chal-
lenge, with models often demonstrating inconsis-
tency in pronoun reference, affecting the coherence
and naturalness of dialogues.

We identify specific areas where the aforemen-
tioned LLMs, despite their advanced capabilities,
fall short in handling the nuanced requirements of
Arabic negotiations. By examining the models’ per-
formance across a range of negotiation scenarios,
we uncover limitations in their reasoning, mathe-
matical operations, and linguistic consistency. Our
research addresses these shortcomings by focusing
on GPT-3.5 Turbo as a case study for Arabic nego-



tiation dialogues. The contributions of our study
are:

1. Identifying specific limitations of LLMs in
Arabic negotiation scenarios.

2. Fine-tuning GPT-3.5-Turbo to enhance COT
reasoning, arithmetic capabilities, and pro-
noun consistency in Arabic negotiation dia-
logues.

3. Developing a comprehensive Arabic negotia-
tion dataset for model training.

4. Introducing an evaluation framework to mea-
sure the effectiveness of fine-tuning interven-
tions on LLMs in negotiation contexts.

The rest of the paper is organized as follows:
Section 2 reviews related work in deep learning-
based negotiation bots. Section 3 describes our
methodology, detailing the identification of LLM
limitations and the fine-tuning process for GPT-3.5
Turbo, encompassing dataset creation and train-
ing. Section 4 details our experimental setup and
results, highlighting improvements in negotiation
dialogues. Section 5 discusses the implications and
potential applications of our findings. Section 6
outlines limitations and future research directions.
Section 7 concludes the paper.

2 Related Work

Numerous recent studies have employed deep learn-
ing to develop negotiation bots. The groundbreak-
ing research (Lewis et al., 2017) was the first to
utilize deep learning to create an end-to-end negoti-
ation model in natural language. This model trans-
lates raw data directly into desired outcomes with-
out intermediate steps, mastering both language
and strategic reasoning through supervised and re-
inforcement learning. Addressing the limitations in
(Lewis et al., 2017), the study in (He et al., 2018)
separated negotiation strategy from language gen-
eration. The focus of (Wang et al., 2019) was on
persuasive strategies, analyzing a dataset of human
interactions annotated with persuasion tactics.

In (Zhou et al., 2019), the introduction of a ne-
gotiation coach based on LSTM technology aimed
to enhance deal outcomes by providing strategic
advice. The work in (Mishra et al., 2022) involved
training a language model using RL, considering
multiple sub-rewards for persuasion, emotion, po-
liteness, coherence, and repetition.

(Raut et al., 2023) explored the development
of a persuasive sales agent using a GPT-2 model
augmented with RL and sub-rewards for repetitive-
ness, consistency, action alignment, and sentiment.
This study also integrated meta-learning for adapt-
ability in new negotiation sub-domains. Comple-
menting these developments, recent research (Fu
et al., 2023) has investigated human-compatible
negotiation strategies. This study introduced an
AlphaZero-like RL+search technique integrated
with a pre-trained language model, aiming to de-
velop negotiation tactics that are not only effective
but also equitable and aligned with human fair-
ness. The results showed notable success in foster-
ing egalitarian outcomes and enhancing the overall
quality of negotiations. Another key advancement
(Abdelnabi et al., 2023) examines the use of LLMs
in interactive, multi-agent negotiation games. This
study created a testbed of text-based, multi-issue
negotiation games to assess the arithmetic, explo-
ration, and planning capabilities of LLMs, with a
particular focus on their COT reasoning. The re-
search highlighted a substantial performance gap
between GPT-4 and earlier models and emphasized
the utility of these games in evaluating critical as-
pects like interaction dynamics in the presence of
adversarial or greedy players.

Upon review, it is evident that the current litera-
ture lacks investigations specifically targeting the
Arabic language. This gap is particularly notable
given the unique morphosyntactic characteristics
and substantial global presence of Arabic. The
scarcity of research may be attributed to the lin-
guistic complexities of Arabic, including its rich
morphological structure and dialectal variation, as
well as the lack of accessible, high-quality datasets.
Addressing this research gap is crucial for develop-
ing more comprehensive and linguistically inclu-
sive computational models. Our work addresses
the gap in negotiation bot development for the Ara-
bic language, comparing various methodologies
and outcomes with prior research. Our approach
introduces unique features and strategies aimed
at enhancing negotiation outcomes, demonstrating
notable advancements over existing models.

3 Methodology

The challenge of effectively managing negotiation
dialogues, particularly in languages as complex
as Arabic, represents a common limitation across
a broad spectrum of LLMs. This research was



inspired by the need to enhance the capabilities of
LLMs, enabling them to navigate the intricacies of
Arabic negotiations more adeptly.

Acknowledging the widespread nature of these
limitations, our initial step involved conducting an
extensive testing phase across several LLMs, in-
cluding Gemini, GPT-3.5 Turbo, LLaMA 2, and
BARD. This approach allowed us to uncover a
range of common issues, from errors in mathemat-
ical reasoning and common-sense application to
inconsistencies in pronoun usage. These issues,
critical in the context of Arabic negotiation dia-
logues, underscore the essential need for focused
enhancements across LLMs.

The methodology adopted for this research is
structured to be universally applicable to LLMs,
comprising two primary phases: testing and fine-
tuning. By rigorously evaluating each model’s per-
formance in diverse Arabic negotiation scenarios,
we were able to identify specific shortcomings that
require attention. Detailed insights into the fine
tuning and testing methodology are provided in the
Appendix.

As part of our research, GPT-3.5 Turbo was se-
lected for a detailed case study, given its promi-
nence and potential for advanced language process-
ing. This endeavor was motivated by the recogni-
tion of the model’s existing limitations in handling
the Arabic language, especially within the context
of negotiation. This model, alongside others like
Gemini, LLaMA 2, and BARD, served as practi-
cal examples to apply and refine our enhancement
strategies. The findings from these case studies
were pivotal in illustrating the effectiveness of our
approach in real-world settings.

The fine-tuning phase was meticulously de-
signed to address the identified challenges, extend-
ing beyond linguistic adjustments to encompass en-
hancements in reasoning and negotiation abilities.
This comprehensive strategy aims to significantly
improve the models’ functionality in Arabic nego-
tiation contexts, tackling the nuances and complex-
ities that are characteristic of real-life interactions.

This study not only highlights a prevalent issue
across LLMs but also proposes a scalable solution
pathway, as evidenced through the application to
models like GPT-3.5 Turbo, Gemini, LLaMA 2,
and BARD. The enhancements developed through
this research endeavor are expected to markedly
boost the performance of these models, contribut-
ing to the advancement of AI applications in Arabic

language tasks. By showcasing the adaptability and
effectiveness of our methodologies, this work en-
courages further exploration into improving LLMs
for greater linguistic diversity and cultural sensitiv-
ity.

3.1 Experimental Evaluation of GPT-3.5
Turbo in Arabic Negotiation Scenarios

To rigorously evaluate GPT-3.5 Turbo’s proficiency
in Arabic negotiation, we employed a structured
simulation scenario. The prompt given to the model
initiated a role-play negotiation game involving two
characters, Amani and Samir, each with different
valuations for a set of items: a book, three hats, and
a ball. The challenge for the model was to simulate
both characters’ negotiations to maximize the value
for each based on their individual item valuations.

The model was instructed to autonomously play
out the negotiation between Amani and Samir.
Each character’s valuation for the items was dis-
tinctly set: Amani valued the book, hats, and ball
differently from Samir. The negotiation involved a
series of exchanges where each character alternated
in making changes to their inventory based on the
agreed-upon item distribution. The goal was to
reach an agreement that maximizes value for both
parties, with a final ’agreement’ statement conclud-
ing the negotiation and a scoring system evaluating
the outcome.

We conducted ten separate runs of this negotia-
tion scenario. In each run, the model was tasked to
simulate the dialogue, decision-making, and inven-
tory adjustments for both characters.

Despite the model’s advancements, it struggled
in key areas during the negotiation simulations.
The assessment focused on the model’s capacity for
logical mathematical operations, common-sense
reasoning, and maintaining pronoun consistency in
the context of Arabic negotiation, as shown in the
Appendix. The results revealed that these targeted
areas still presented significant challenges, under-
lining the need for further refinement in the model’s
handling of complex negotiation scenarios.

This experimental setup allowed for a compre-
hensive evaluation of GPT-3.5 Turbo’s negotiation
capabilities in a complex, multi-faceted Arabic ne-
gotiation scenario. It provided insights into the
model’s linguistic agility, reasoning proficiency,
and decision-making abilities in a nuanced setting.



3.2 Dataset Creation

For the creation of a comprehensive dataset, we uti-
lized GPT-4 to synthesize a diverse array of negoti-
ation dialogues, which included a total of 1,400 ne-
gotiation scenarios. Although this dataset is smaller
than some English-based negotiation datasets, our
dataset was carefully designed to capture the lin-
guistic and cultural subtleties of Arabic negotia-
tions. These subtleties include indirect speech, rich
morphological structures, and complex pronoun
usage, which make Arabic negotiations inherently
more intricate.

In generating the dataset, GPT-4 was prompted
with carefully crafted instructions tailored to each
dialogue category. For regular negotiation dia-
logues, prompts were designed to elicit typical
buyer-seller interactions. In arithmetic-based sce-
narios, prompts included specific numerical con-
straints and calculations. Chain of Thought di-
alogues were prompted to encourage sequential
reasoning, while pronoun consistency challenges
included scenarios with varying gender contexts.
The combined challenges were prompted with com-
plex situations requiring the application of multi-
ple skills simultaneously. These precise prompts
ensured that the generated dialogues effectively
targeted the desired negotiation aspects, thereby
creating a rich and varied dataset for training and
testing the model.

The dataset was stratified into distinct categories
to systematically address various aspects of negoti-
ation skills:

1. Regular Negotiation Dialogues (200 Exam-
ples): These are standard negotiation scenar-
ios to establish a baseline of the model’s per-
formance.

2. Arithmetic-Based Negotiation (200 Exam-
ples): Scenarios that require the model to per-
form precise mathematical operations within
the negotiation context.

3. Chain of Thought (COT) Dialogues (200
Examples): These dialogues are designed to
assess the model’s ability to follow and gener-
ate a sequence of reasoning steps.

4. Pronoun Consistency Challenges (200 Ex-
amples): Dialogues that specifically test the
model’s use of gender pronouns accurately
and consistently.

5. Combined Challenges: We also included di-
alogues that combine these elements:

(a) Arithmetic + COT (200 Examples)
(b) Arithmetic + Pronoun (200 Examples)
(c) COT + Pronoun (200 Examples)

From this synthesized dataset, we allocated
1,000 examples for training and reserved 400 for
testing, ensuring a broad coverage of scenarios.
The testing examples were randomly and equally
sampled from the dataset to provide a balanced
representation of each challenge during model eval-
uation.

This meticulous approach to dataset creation was
fundamental in developing a nuanced understand-
ing of the model’s capabilities and guiding the fine-
tuning process to specifically enhance performance
in the identified areas of difficulty.

4 Fine-Tuning GPT-3.5 Turbo

The initial dataset, comprised of dialogues syn-
thesized by GPT-4, underwent conversion into a
format that mirrors chat-based negotiation conver-
sations. This conversion was pivotal to align the
dataset with the inherent conversational dynam-
ics of negotiations, thereby facilitating a training
regime that closely reflects real-world interaction
patterns for the model.

Subsequently, the base model of GPT-3.5 Turbo
was subjected to supervised fine-tuning on a spe-
cialized corpus encompassing 1.9 million tokens,
spanning three epochs. This extensive training was
vital for the model to acclimate to the complexities
embedded within negotiation dialogues. A fine-
tuning approach was adopted, employing a learning
rate multiplier set at 2.0 and a dynamic batch size,
which were integral to the adaptive optimization
strategy aimed at enhancing the model’s learning
efficacy from a diverse array of dialogues. Upon
completion of training, the model attained an aver-
age accuracy of 0.89 coupled with a training loss
averaging 0.395. These metrics are indicative of
the model’s substantial acquisition and retention of
the structural intricacies of negotiation dialogues.

5 Experiments and Evaluation

5.1 Evaluation of the Fine Tuned Model

The evaluation of the fine-tuned GPT-3.5 Turbo
model entailed utilizing prompts from a curated
testing dataset to elicit negotiation dialogues, which



were then generated by the model under a 3,000-
token limit. These outputs were compared to the
testing set’s dialogues based on predefined metrics
— providing a multifaceted view of the model’s per-
formance in simulated Arabic negotiation contexts.

For evaluation metrics that cannot be automati-
cally quantified, we employed GPT-4 to assist in
the assessment process. This approach allowed us
to interpret and analyze components such as nego-
tiation strategies and language nuances that are not
readily evaluated through algorithmic means. This
methodological choice adds a layer of qualitative
analysis to our quantitative framework, enriching
the evaluation of the model’s performance in con-
ducting Arabic negotiations.

To comprehensively assess the fine-tuned GPT-
3.5 Turbo model’s performance in Arabic negotia-
tion dialogues, we established a multi-dimensional
evaluation framework. This framework encom-
passes metrics across negotiation success, language
proficiency, and arithmetic reasoning:

1. Negotiation Performance Metrics:

(a) Negotiation Success Rate: Measures
the frequency at which the model reaches
a successful agreement within the simu-
lated negotiation scenarios.

(b) Price Agreement Analysis: Evaluates
the prices from the model’s generated di-
alogues against those in the testing set.
This analysis was crucial to determine if
the model had effectively applied negoti-
ation strategies as a buyer, seller, or both.
The aim was to see whether the model’s
generated prices showed an improvement
or remained unchanged, indicating the ef-
fectiveness of the fine-tuning process in
enhancing the model’s negotiation strat-
egy implementation.

(c) Discrepancy in Negotiated Prices: As-
sess the differences between the prices
negotiated in the expected and generated
dialogues. This metric scrutinizes the
degree to which the fine-tuned model ad-
justs prices from initial offers to final
agreements, in comparison with the out-
comes anticipated by the testing set. It
serves as an indicator of the model’s com-
petency in executing financially sound
negotiation strategies and its sensitivity
to the contextual value assigned to items

within the negotiation scenarios.
(d) Average Response Length: Assesses

the verbosity of the model’s responses,
indicating its ability to communicate ef-
ficiently and stay on point during negoti-
ations.

2. Language Proficiency Metrics:

Pronoun Consistency: This metric evaluates
the model’s use of gender pronouns in Arabic,
ensuring they align accurately with the context
and participants’ genders.

3. Arithmetic Reasoning Metrics:

Arithmetic Capabilities: Focuses on the
model’s ability to perform and apply arith-
metic operations correctly within the context
of negotiation dialogues, an essential compo-
nent for quantitative reasoning in negotiations.

5.2 Evaluation of Negotiation Metrics
5.2.1 Response Length and Efficiency
Our evaluation employed boxplot visualizations to
compare dialogue lengths between the expected
outcomes in the testing dataset and the generated
dialogues by the fine-tuned GPT-3.5 Turbo model.
The boxplots in Figure 1 depict a noticeable in-
crease in the length of generated dialogues, where
the model consistently produced a greater average
word count compared to the testing dataset.

This increment suggests that the model has
achieved a higher level of dialogue complexity,
engaging in extended exchanges indicative of a
more sophisticated negotiation strategy. The statis-
tical spread in the boxplots, reflected by a wider
interquartile range, points to the model’s diverse
negotiation approaches. This diversity, along with
significant outliers, hints at the model’s adaptive
and multifaceted nature, akin to human negotiation
tactics. The median of the generated dialogues,
exceeding that of the expected responses, further
reinforces the model’s inclination towards more
complex negotiation constructs.

5.2.2 Negotiation Success Rate and Level of
Agreement

To systematically evaluate the success rate and
level of agreement in negotiations, our methodol-
ogy leveraged the advanced natural language under-
standing capabilities of GPT-4. Each dialogue was
parsed by the model, which was prompted to con-
sider the dialogue’s content holistically to assess



Figure 1: Boxplot Comparison of Dialogue Length in Negotiation Scenarios

negotiation success and agreement level. Success
was determined by the presence of explicit affirma-
tions or mutual concessions within the dialogue,
while the level of agreement was appraised by ex-
amining the congruity between proposed terms and
final outcomes. This evaluation was operational-
ized to automated the interaction with GPT-4, send-
ing dialogues and parsing responses to quantify the
negotiation outcomes. By automating this process,
we ensured consistency and scalability in our eval-
uations, allowing for a robust analysis of the fine-
tuned model’s performance across a large dataset.

In evaluating the fine-tuned GPT-3.5 Turbo
model’s proficiency in Arabic negotiation dia-
logues, our analysis revealed significant findings.
The negotiation success rate, as depicted in the Fig-
ure 2, showed that the fine-tuned model slightly
outperformed the expected outcomes, indicating an
improvement in successfully concluding negotia-
tions. These results were statistically corroborated
by McNemar’s test, which yielded a p-value of
0.0233, confirming that the differences observed
were significant.

Conversely, the level of agreement between the
generated and expected dialogues remained almost
consistent (as shown in Figure 3), with McNe-
mar’s test revealing a p-value of 1.0. This indicates
that while the fine-tuning process enhanced the
model’s ability to successfully negotiate, it main-
tained the quality of agreement as per the expected
standards. These results collectively suggest that
the fine-tuning not only fortified the model’s negoti-

ation capabilities but did so without compromising
the depth and mutual satisfaction of the agreements
reached.

5.2.3 Expected and Generated Negotiation
Prices

In the analysis of negotiation outcomes, our
methodology incorporated a careful examination
of the price scales to ensure comparability between
the generated and expected dialogues. This step
was crucial in cases where bulk pricing could lead
to scale discrepancies. Following this, GPT-4 as-
sisted in extracting the final prices for a direct com-
parison. Manual review was conducted to verify the
consistency of pricing scales and to identify the use
of buyer or seller negotiation tactics within each
dialogue. This meticulous approach allowed us
to ascertain whether the fine-tuned model success-
fully applied negotiation strategies, and whether it
achieved price outcomes that were more favorable
compared to the expected dialogues, indicating an
advanced strategic capability in negotiations.

Figure 4 showcases the frequency distribution
of price prediction accuracy compared to the ne-
gotiation tactics used, categorized into instances
where the generated price was higher, lower, or
the same as the expected price. Notably, when
seller tactics were employed, the generated price
was more frequently higher than expected, which
may indicate a model bias towards seller optimiza-
tion strategies. In contrast, the use of buyer tactics
correlates with a lower generated price, suggest-
ing the model’s effectiveness in emulating buyer



Figure 2: Bar Chart of Negotiation Success Rate

Figure 3: Bar Chart of Level of Agreement

negotiation behavior. When both tactics were con-
sidered, the generated prices tended to be the same
as expected, illustrating the model’s balanced ap-
proach in scenarios where a blend of tactics was
used. These outcomes reflect the model’s nuanced
understanding of different negotiation roles and its
ability to adjust prices accordingly

5.3 Evaluation of Pronoun Consistency
Findings

To evaluate the model’s proficiency in Arabic pro-
noun consistency, we utilized GPT-4’s sophisti-
cated language processing capabilities. GPT-4 was
tasked with analyzing the dialogues generated by
the fine-tuned GPT-3.5 Turbo model to ensure ac-
curate use of gender pronouns.

As seen in Figure 5, the unanimous ’Yes’ re-
sponses in all three bar charts dedicated to pro-
noun consistency — whether in dialogues involv-
ing Chain of Thought (COT), arithmetic, or stan-

dard exchanges — highlight the model’s excep-
tional adherence to correct pronoun use. This con-
sistent accuracy across various dialogue scenarios
is a testament to the success of the fine-tuning pro-
cess, showcasing the model’s sophisticated grasp of
the intricate pronoun rules in the Arabic language.

5.4 Evaluation of Arithmetic Capabilities

Figure 6 illustrate the outcomes of the model’s
arithmetic correctness across different dialogue sce-
narios, assessed with the help of GPT-4. In the
dialogues involving Chain of Thought (COT) and
arithmetic, a vast majority of the model’s responses
were mathematically correct, indicating a strong
grasp of numerical concepts within the negotia-
tion context. The near-perfect performance in Pro-
noun Math Dialogues suggests that the model’s
fine-tuning process has effectively enhanced its
computational accuracy. These results affirm the
model’s improved arithmetic capabilities, which



Figure 4: Model Price Prediction Accuracy vs Negotiation Tactics

Figure 5: Comprehensive Pronoun Consistency Evaluation

Figure 6: Evaluation of Arithmetic Correctness Across Dialogue Types

are critical for real-world negotiation tasks that of-
ten involve complex numerical reasoning



5.5 Comparative Analysis of Original vs.
Fine-Tuned Model Outputs

Our comparative analysis between the base and
fine-tuned versions of GPT-3.5 offers significant
insights into the role of contextual accuracy and
prompt adherence in AI-generated dialogues. The
base model often strayed from the prescribed
prompts, diverging into unrelated topics or inac-
curately modifying the context of the item prices.
Such deviations emphasize the limitations of the
base model, making quantitative comparisons less
effective. The fine-tuning process, however, has no-
tably improved the model’s performance, as seen
in the enhanced precision in following prompts
and maintaining the continuity and relevance of
dialogues within the set negotiation scenarios.

The stark contrast observed in the outputs of
the two models underscores the effectiveness of
fine-tuning in elevating the model’s understand-
ing and adherence to complex prompts. This is
vividly illustrated in the Appendix, where the fine-
tuned model adeptly stays on topic, negotiating
within the bounds of a specific scenario, while the
base model shifts context erratically. Such quali-
tative differences highlight the refined capability
of the fine-tuned model to produce dialogues that
are not only contextually relevant but also coherent
and closely aligned with the nuances of the given
scenarios. The improvement in contextual under-
standing and dialogue relevance is a testament to
the fine-tuning’s success in enhancing the model’s
practical applicability in real-world settings, where
adherence to contextual nuances is paramount.

In addition to the differences in context adher-
ence, the base and fine-tuned models also diverged
in their handling of currency, as shown in the Ap-
pendix. In one scenario, while the fine-tuned model
maintained the specified Saudi Riyal currency in a
negotiation dialogue about a custom-tailored suit,
the base model unexpectedly shifted the conversa-
tion to a different currency, discussing prices in dol-
lars. This shift not only deviated from the prompt
but also demonstrated a lack of contextual aware-
ness. Such an example underlines the enhanced
precision of the fine-tuned model in adhering to
specific details of the scenario, including currency,
which is crucial for realistic and coherent negotia-
tion dialogues.

6 Conclusions

In conclusion, this study contributes to the broader
field of Arabic NLP and AI negotiation, demon-
strating the effectiveness of fine-tuning techniques
in overcoming language-specific challenges in
LLMs. By improving Arabic dialogue negotiation,
we not only enhance AI’s utility in Arabic-speaking
contexts but also pave the way for future advance-
ments in LLM applications across other underrep-
resented languages. Our findings underscore the
significant potential of targeted model refinement
for developing more sophisticated and culturally
aware AI negotiation tools.

Our research has successfully demonstrated the
potential of fine-tuning GPT-3.5 for advancing Ara-
bic dialogue negotiation, achieving significant im-
provements that surpass the capabilities of even
GPT-4 in specific aspects of negotiation dialogues.
Through meticulous methodology and rigorous
evaluation, we have not only addressed the ini-
tial limitations of GPT-3.5 in arithmetic operations,
common-sense reasoning, and pronoun consistency
but have also enhanced the model’s overall negoti-
ation efficacy. The fine-tuned GPT-3.5 model now
facilitates longer negotiation dialogues, indicative
of its ability to engage in more complex and de-
tailed discussions.

Moreover, our findings reveal that the model has
mastered improved negotiation tactics, enabling
it to strategically adjust offers to secure lower or
higher prices when bargaining. This advancement
represents a significant leap in the model’s strate-
gic reasoning and its understanding of negotiation
dynamics, mirroring the nuanced tactics employed
by skilled human negotiators.

Real-world applications of this fine-tuning ap-
proach are broad and impactful. In the context of
e-commerce, fine-tuned models can be deployed
to automate negotiations over product pricing, dis-
counts, or custom service offerings, adapting dy-
namically to buyer preferences. In the legal and
diplomatic sectors, these models have the poten-
tial to assist in drafting agreements or mediating
negotiations, helping parties with conflicting inter-
ests reach mutually satisfactory resolutions. Addi-
tionally, the integration of these models into cus-
tomer service platforms can enable automated yet
nuanced interactions, such as resolving billing dis-
putes or negotiating service plans. The ability of
these models to understand and respect linguis-
tic and cultural nuances positions them as espe-



cially valuable in cross-cultural business negotia-
tions, where sensitivity to communication styles is
crucial for success.

The contributions of this study extend beyond
the immediate enhancements to the GPT-3.5 model,
laying a foundation for future research in AI-driven
negotiation in underrepresented languages. By
developing a comprehensive Arabic negotiation
dataset and demonstrating the effectiveness of tar-
geted fine-tuning techniques, we have opened new
avenues for exploring linguistic and cultural intrica-
cies in AI negotiations. We are also in the process
of preparing this dataset for public release, ensur-
ing that it will be accessible to other research teams
for reproducibility and further improvements. As
we look to the future, we are encouraged by the
potential for further advancements in this field, in-
cluding the adaptation of these techniques to other
languages and contexts, the integration of multi-
modal negotiation capabilities, and the exploration
of ethical considerations in automated negotiations.

This research underscores the importance of con-
tinued innovation in language model development,
especially in enhancing non-English language capa-
bilities. As we push the boundaries of what AI can
achieve in understanding and facilitating human-
like negotiations, we are not only expanding the
technical capabilities of these models but also en-
riching the ways in which they can serve diverse
global communities. The journey ahead is promis-
ing, with the prospect of creating AI systems that
can navigate the complexities of human language
and culture with unprecedented skill and sensitiv-
ity.
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8 Appendix

Bilingual Presentation of the Negotiation Game Prompt for GPT-3.5 Turbo Testing



Instances of Arithmetic Inaccuracy in GPT-3.5 Negotiation Dialogues along with its English Translation



Instances of Pronoun Inconsistency and Language Proficiency in GPT-3.5 Negotiation Dialogues along with its
English Translation



Illustration of Chain of Thought (COT) Limitations in GPT-3.5 along with its English Translation



Example of a Regular Negotiation Dialogue in Arabic with English Translation



Arithmetic-Based Negotiation Dialogue Example in Arabic and its English Translation



Chain of Thought Dialogue in Arabic with its Translation Showcasing Sequential Reasoning



Example of Pronoun Consistency in Arabic Negotiation Dialogue with English Translation



Combined Arithmetic and COT Negotiation Dialogue in Arabic with English Translation



Combined Arithmetic and Pronoun Consistency Negotiation Dialogue in Arabic with English Translation



COT and Pronoun Consistency Integrated Negotiation Dialogue in Arabic and its English Translation



Comparative Dialogue Outputs from Original and Fine-Tuned Models - This figure presents side-by-side dialogue
examples illustrating the adherence to the negotiation scenario and the contextual relevance achieved by the fine-
tuned model versus the base GPT-3.5 model.



Example Dialogues Comparison - This figure presents a side-by-side comparison of dialogue outputs from the base
and fine-tuned models, showcasing the adherence to the negotiation scenario and currency specifications


