
 

 
 

Abstract 

This paper explores the application of 

computational methods, specifically 

transfer learning and large language models 

(LLMs), for analyzing politeness in Arabic 

text. The study employs a subset of an 

Arabic dataset sourced from X (formerly 

Twitter), focusing on expressions in 

Modern Standard Arabic (MSA). The 

proposed approach involves fine-tuning 

pre-trained Arabic language models and 

applying zero-shot and few-shot learning 

methods using various LLMs. The results 

demonstrate the potential of these 

techniques for politeness analysis in Arabic 

social media content, with the fine-tuned 

models and LLMs achieving varying levels 

of performance across different evaluation 

metrics. The study highlights the need for 

further research to refine methodologies, 

expand datasets, and incorporate cultural 

nuances specific to Arabic communication 

contexts, particularly in the realm of social 

media interactions. 

1 Introduction 

Politeness is a fundamental aspect of human 

communication that helps maintain social harmony 

and facilitate effective interactions. In the Arabic 

language, politeness is deeply rooted in cultural 

norms and social structures, with various linguistic 

strategies employed to convey respect and courtesy 

(Ameri et al., 2023). With the increasing 

prevalence of online communication, particularly 

on social media platforms like Twitter (X), 

understanding and analyzing politeness in Arabic 

text has become a crucial area of research in natural 

language processing (NLP). 

Recent advancements in NLP, such as transfer 

learning and large language models (LLMs), have 

shown promising results in various language 

understanding tasks. However, their application to 

Arabic politeness analysis remains largely 

unexplored. This paper aims to bridge this gap by 

investigating the effectiveness of transfer learning 

and LLMs in detecting politeness in Arabic social 

media text. 

The main contributions of this paper are as 

follows: 

1. We present a comparative study of transfer 

learning and LLMs for analyzing politeness 

in Arabic text, specifically focusing on 

social media content from Twitter (X). To 

the best of our knowledge, this is the first 

study to apply these techniques to Arabic 

politeness detection in the context of social 

media. 

2. We evaluate the performance of fine-tuned 

Arabic language models (MarBERT and 

CamelBERT) and LLMs (GPT-4o-mini, 

Cohere Command, and JAIS 30B Chat) 

using various evaluation metrics, providing 

insights into their strengths and limitations 

for this task. 

 

The rest of the paper is organized as follows: 

Section 2 provides a linguistic background on 

politeness in the Arabic language, discussing its 

cultural roots and various linguistic strategies. 

Section 3 reviews related work in computational 

politeness analysis and Arabic NLP. Section 4 
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describes the dataset used in this study and the 

annotation process. Section 5 outlines the 

experimental design, including the transfer 

learning and LLM approaches employed. Section 6 

presents the results and discusses the performance 

of the different models. Section 7 conducts an error 

analysis to identify common challenges and 

limitations of the proposed approaches. Finally, 

Section 8 concludes the paper by summarizing the 

main findings and suggesting directions for future 

work.  

2 Background 

The concept of politeness has been extensively 

studied in pragmatics, particularly through the 

works of Brown and Levinson (Brown & 

Levinson, 1987). Their model introduces the idea 

of a face divided into positive and negative face 

needs. A positive face refers to the desire to be liked 

and appreciated, while a negative face involves the 

need for autonomy and freedom from imposition. 

Their strategies for maintaining face include: 

• Bald on-record: Direct communication without 

any politeness strategies. 

• Positive politeness: Strategies that emphasize 

camaraderie and mutual respect. 

• Negative politeness: Strategies that emphasize 

the addressee’s right to freedom and non-

imposition. 

• Off-record: Indirect communication that 

allows for plausible deniability. 

• Withholding: Choosing not to say anything at 

all. 

Robin Lakoff adds another dimension to this 

framework by emphasizing the importance of 

making the interlocutor feel good and joyful. Her 

principles of politeness include not imposing, 

giving options, and making the addressee feel 

good, highlighting the interpersonal and affective 

aspects of polite communication (Alaearji & 

Buraihi, 2021).  

Politeness in the Arabic language is deeply rooted 

in cultural norms and social structures. The 

language employs various linguistic strategies to 

convey respect and maintain social harmony. These 

strategies may include: 

• Forms of address: Using plural forms for 

singular addresses in formal situations (e.g., 

يمكنكم " يمكنك " instead of "هل   and ,("هل 

employing titles and honorifics (e.g., "  ,"دكتور

 .(""أستاذ", "سعادة 

• Kinship terms: Using words like " عم" (uncle) 

or " خالة" (aunt) to address non-relatives 

respectfully in daily interactions. 

• Teknonyms ( كنية): Using " أبو" (father of) or " أم" 

(mother of) followed by a child's name as a 

form of respect. 

As noted by (Ameri et al., 2023) many of these 

politeness features developed when Arab societies 

encountered other civilizations, particularly 

Persian culture. They also mentioned that 

politeness norms in Arabic are not static but evolve 

with societal changes. 

3 Related Work  

This section outlines the methods employed for 

computational politeness, which are broadly 

classified into statistical methods, deep learning-

based approaches, and Large Language Models. 

While state-of-the-art research covers various 

languages, it is notable that politeness features have 

not been extensively explored in the context of 

Arabic.  

Starting with statistical computational 

politeness, we found several studies that have 

utilized SVM methods. (Danescu-Niculescu-Mizil 

et al., 2013) developed two classifiers to predict 

politeness in English requests: a Bag of Words 

(BOW) classifier with unigram features and a 

linguistically informed classifier incorporating 

additional linguistic features. They used logistic 

regression on the SVM outputs to score politeness. 

However, (Hoffman et al., 2017) contested their 

approach, revalidating the politeness-labeling tool 

for broader application in social computing. 

(Kumar, 2021) worked on an SVM-based classifier 

for identifying politeness in Hindi. Kumar's 

approach includes classifiers using unigram and 

bigram features, as well as additional linguistic 

features like formulaic expressions and honorifics. 

(Fu et al., 2020) proposed a three-step pipeline: 

Plan, Delete, and Generate, for paraphrasing 

messages to adjust politeness. Their model uses 

Integer Linear Programming (ILP) to plan 

appropriate politeness strategies, deletes irrelevant 

markers, and integrates new strategies to produce a 

polite paraphrased message.  

Recent advances in deep learning for 

computational politeness include various 

approaches for both identification and generation. 

For Politeness Identification, (Aubakirova & 

Bansal, 2016) used a Convolutional Neural 

Network (CNN) with the Stanford Politeness 



 

 
 

Corpus to predict politeness, outperforming 

previous methods and identifying new politeness 

markers. Also, (Mishra et al., 2023) employed a 

hierarchical transformer network to accurately 

predict politeness by leveraging contextual 

information from previous dialogue utterances. In 

(Dasgupta et al., 2023), they proposed a graph-

induced transformer network (GiTN) combining 

Graph Convolution Networks (GCN) and BERT 

for detecting formality and politeness in text.  

Concerning the Politeness Generation, 

(Sennrich et al., 2016) introduced an attention-

based encoder-decoder NMT system for translating 

English to German with controllable politeness via 

target-side T-V annotations. (Feely et al., 2019) 

proposed a formality-aware NMT system for 

English to Japanese translation that enhances 

translation quality, particularly for formal and 

polite sentences. (Niu & Bansal, 2018) developed 

three weakly supervised models—Fusion, Label-

Fine-Tuning (LFT), and Polite Reinforcement 

Learning (Polite-RL)—for generating contextually 

consistent polite responses in open-domain 

dialogues without parallel data. (Firdaus et al., 

2020), (Golchha et al., 2019), and (Wang et al., 

2020) highlighted the importance of politeness in 

user satisfaction and retention. Golchha et al. 

proposed a reinforced pointer-generator model for 

courteous responses in customer-care dialogues. 

Firdaus et al. used a pointer-generator network to 

produce courteous responses in Hindi and English. 

While Wang et al. suggested a sequence-to-

sequence framework to add politeness and 

positivity in customer support responses. (Mishra 

et al., 2022) introduced the Politeness Adaptive 

Dialogue System (PADS), which uses 

reinforcement learning to incorporate politeness 

into dialogue management based on user 

satisfaction feedback.  

The last approach is based on Large Language 

Models (LLMs), such as GPT-3, LLaMA2, and 

ChatGPT, which are advanced generative AI 

systems with billions of parameters trained on 

extensive textual data. These models have 

significantly advanced various NLP tasks, 

including emotion recognition and dialogue. 

However, their ability to adhere to politeness 

norms remains a crucial issue. Research by (Li et 

al., 2023) and (Ziems et al., 2024) showed that 

state-of-the-art LLMs, like ChatGPT and GPT-3, 

 
1 https://github.com/iabufarha/ArSarcasm  

perform reasonably well in predicting politeness 

and classifying utterances into polite, neutral, or 

impolite categories.  

Despite significant advancements in computational 

politeness research across various languages, there 

remains a notable gap in addressing the unique 

linguistic and cultural aspects of politeness in 

Arabic. The intricate interplay between language, 

culture, and social norms in Arabic presents distinct 

challenges for computational models aiming to 

analyze and generate polite language. To bridge 

this gap, our paper focuses on analyzing politeness 

in Arabic, by applying transfer learning techniques.  

4 Dataset 

Our dataset consists of 500 tweets selected from the 

ArSarcasm database1. We specifically chose tweets 

labeled as "MSA" because it is considered formal, 

and we aimed to focus on the challenges presented 

by this linguistic variety. We also filtered the tweets 

based on the sentiment labeled as positive to 

examine whether a positively sentiment expression 

could help detect polite lexical markers more 

easily. 

The tweets present a variety of themes and tones, 

ranging from political and religious subjects to 

cultural events and personal expressions. They are 

primarily written in MSA with occasional English 

phrases and dialectic words. The tweets presented 

entail a variety of subjects and moods from 

political or religious discussions to cultural events, 

and personal opinions. The Arabic employed in 

these tweets is split between MSA used in formal 

statements and quotes of religious nature on one 

hand and the vernacular languages used in less 

formal and more intimate interactions on the other. 

This dualism in language choices characterizes the 

richness and flexibility of Arabic which allows 

speakers to adjust their speech according to context 

as well as their audience.  

In our work, we aim to detect politeness in the 

selected expressions. We have chosen to start with 

manual annotation, meaning we annotated the 

expressions without using available systems and 

software, adopting a linguistic approach. Based on 

the non-exhaustive analysis conducted by (Alaearji 

& Buraihi, 2021), we utilize the following tools: 

• Politeness markers: A lexical tool examining 

the words used in each expression. If the 

expression contrains one or more words from 

https://github.com/iabufarha/ArSarcasm


 

 
 

the category of politeness, it is labeled as 

polite. 

• Intention and Purpose of the Expression: A 

pragmatic tool arising from understanding the 

finality of the formulated expression. We opted 

for: appreciation, respect, love, admiration. 

 

We must nonetheless point out that our analysis is 

subject to a certain degree of subjectivity, 

considering the nature of the expressions analyzed 

(tweets), the absence of some elements that might 

be considered essential such as the knowledge of 

the speaker and the interlocutor, as well as the exact 

context and conditions of formulation. 

Additionally, some tweets may not be in pure 

MSA, which can affect the consistency of our 

analysis. 

Table 1 shows sample tweets annotated based on 

their politeness markers and intention. 

 

5 Experimental design 

Our approach (as shown in Figure 1) is based on 

transfer learning, where we adapt finetuning pre-

trained language models such as CamelBERT 2 

and MarBERT3  models to the task of politeness 

analysis using a dataset annotated with politeness 

 
2 https://github.com/CAMeL-Lab/CAMeLBERT  
3 https://huggingface.co/UBC-NLP/MARBERT  

4  https://openai.com/index/gpt-4o-mini-advancing-

cost-efficient-intelligence/  

labels. The process will be our baseline and it 

involves tokenizing the input text, formatting it 

appropriately, and adding task-specific layers to 

the pre-trained model, followed by training with 

adjusted hyper parameters to optimize 

performance. The model's effectiveness is 

evaluated using metrics like accuracy, precision, 

and F1-score on split datasets.  

Additionally, we employed zero-shot and few-

shot learning methods with GPT-4o-mini4, Cohere 

Command 5  and JAIS 30B Chat 6  for politeness 

analysis, constructing prompts to guide the model 

and making predictions based on their pre-

existing knowledge without fine-tuning. The 

selection of these models is justified by their 

unique strengths and relevance to the task. GPT-

4o-mini's multimodal approach and superior non-

English performance, Cohere Command 

efficiency and robustness, and JAIS 30B Chat's 

specific design for Arabic and English make them 

well-suited for a comprehensive evaluation of 

Arabic language processing capabilities. Note that 

Few-shot learning incorporates a small-annotated 

dataset (between 7 and 20 in our case) to provide 

context in the prompts. 

 

5  https://cohere.com/command  
6  https://www.core42.ai/jais.html  

Tweet politeness 

markers(lexical) 

intention / 

finality 

(pragmatic) 

Politeness? 

__ # احترام اي انسان فقط   خلق_جميل 

 لأنه انسان مهما كانت ديانته

 Appreciation POLITE جميل / احترام

#حماس "" صهيوني"...  القرار 

ترفض منع استخدام مكبرات الصوت 

في 

 https://t.co/jTAAch4M2wالمساجد 

https://t.co/NjjE1gKjF4" 

- - NEUTRAL 

وقعنا »" الكويتي«:  الاحمر  الهلال 

لتوزيع  القطري«  »الهلال  مع  اتفاقية 

النازحين  على  الإغاثية  المساعدات 

 "السوريين من حلب 

- - NEUTRAL 

تلغي  " وقادتها#قطر  #قطر  درك  لله 

الاحتفال بـ #اليوم_الوطني تضامناً مع 

#ستبقي_حلب  #سوريا   …#حلب 

https://t.co/wV2pFqGjdD" 

 

 Blessing POLITE لله درك 

Table 1:  Examples of Annotated Tweets 

 

 

https://github.com/CAMeL-Lab/CAMeLBERT
https://huggingface.co/UBC-NLP/MARBERT
https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/
https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/
https://cohere.com/command
https://www.core42.ai/jais.html


 

 
 

 

6 Results and Discussion  

In this section, we present the various outcomes 

of our experiments. 

6.1 Baseline  

Table 2 provides the results of MarBERT and 

CamelBERT models evaluated on accuracy, 

precision, and F1-score. MarBERT shows higher 

accuracy (54%) compared to CamelBERT (46%), 

indicating it classifies more instances correctly 

overall. However, CamelBERT excels in precision 

(37% vs. 27%) and F1-score (41.8% vs. 35%), 

demonstrating it is more reliable in positive 

predictions and better balanced between precision 

and recall. Overall, while MarBERT has better 

accuracy, CamelBERT offers superior performance 

in terms of precision and F1-score, suggesting it 

might be more effective for tasks where precision 

and recall are crucial. 

6.2 Zero/Few shot learning 

Table 3 compares the performance of three 

language models: GPT-4o-mini, Cohere 

Command, and JAIS 30B Chat on the task of 

politeness classification in the Arabic language. 

The evaluation is conducted under three different 

settings: zero-shot learning, few-shot learning with 

7 examples, and few-shot learning with 20 

examples. 

In the zero-shot setting, where the models are 

tested without any training examples, GPT-4o-mini 

and JAIS 30B Chat achieve similar accuracy scores 

of 65.13% and 65.33%, respectively. Cohere 

Command lags behind with an accuracy of 

54.31%. 

With few-shot learning using 7 examples, all 

three models show improvement. JAIS 30B Chat 

takes the lead with 70.87% accuracy, closely 

followed by GPT-4o-mini at 70.73%. Cohere 

Command also improves but remains in third place 

with 59.15% accuracy. 

When the number of few-shot examples is 

increased to 20, there is a slight decrease in 

performance for all models compared to the 7-shot 

setting. JAIS 30B Chat maintains its lead with 

67.59% accuracy, followed by GPT-4o-mini at 

66.39% and Cohere Command at 58.87%. 

Overall, JAIS 30B Chat and GPT-4o-mini 

demonstrate superior performance in both zero-

shot and few-shot settings compared to Cohere 

Command for the task of Arabic politeness 

classification. The results also suggest that 

increasing the number of few-shot examples from 

7 to 20 does not necessarily lead to improved 

performance for this particular task and dataset. 

7 Error Analysis 

The baseline models, MarBERT and CamelBERT, 

yielded divergent results in the politeness analysis 

of 500 manually annotated tweets. MarBERT 

classified all tweets as polite, indicating a biased 

output that exceeded linguistic explanations. In 

contrast, CamelBERT's predictions aligned well 

with the manual annotations, with only 12% of 

expressions remaining incompatible. This 

discrepancy can be attributed to two main factors: 

linguistic complexity and data bias. The complex 

 

Figure 1:  Overall summary of the proposed 

experiments. 

Model Accuracy Precision F1-

score 

MarBERT 0.54 0.27 0.35 

CamelBERT 0.46 0.37 0.418 

Table 2:  Baseline Evaluation Results. 

 

 

Model Zero-Shot Few-Shot 

(7 shots) 

Few-

Shot 

(20 

shots) 

GPT-4o-mini 65.13% 70.73% 66.39% 

Cohere 

Command  

54.31% 59.15% 58.87% 

JAIS 30B Chat 65.33% 70.87% 67.59% 

Table 3:  Zero/Few shot learning Evaluation Results. 

 

 



 

 
 

structure and nuances of tweets, including 

ellipses, wordplay, and implicit references, pose a 

significant challenge for CamelBERT, requiring 

deep contextual understanding. Additionally, 

CamelBERT may have inherited and amplified 

biases present in its training data, particularly in 

the context of polite language in various contexts, 

including religious ones. This bias led to a loss of 

accuracy in predictions and limited the model's 

efficiency in politeness analysis. 

On the other hand, the error analysis of the 

politeness prediction models, GPT-4o-Mini, 

Cohere Command, and JAIS, reveals several 

factors contributing to the discrepancies between 

manual annotations and model predictions. GPT-

4o-Mini shows a binary approach to politeness, 

often missing the subtleties that might classify an 

expression as slightly polite or contextually polite, 

while Cohere Command exhibits a significant 

bias towards classifying tweets as polite, lacking 

a nuanced understanding of politeness gradations. 

JAIS performs better than the other models but 

still struggles with contextual understanding of 

polite content. The main issues identified include 

confusion between language and social practice, 

where the models fail to capture the intention and 

purpose of the entire sentence, as well as errors in 

analyzing certain sentences, possibly due to the 

presence of complex linguistic structures or 

ambiguous expressions. Additionally, the reliance 

on emojis, particularly heart-shaped ones, can 

disrupt the politeness prediction, as the models 

may interpret their presence as a sign of 

politeness, even when the rest of the tweet's 

content does not include lexical or pragmatic 

markers of politeness. These findings highlight 

the need for more sophisticated models that can 

better capture the nuances of politeness in Arabic 

text, taking into account both lexical markers and 

the overall intention and context of the 

communication. 

8 Conclusion and Future work 

In this paper, we presented a comparative study of 

transfer learning and large language models 

(LLMs) for analyzing politeness in Arabic text 

sourced from X (formerly Twitter). Our approach 

involved fine-tuning pre-trained Arabic language 

models, specifically MarBERT and CamelBERT, 

and applying zero-shot and few-shot learning 

methods using various LLMs, including GPT-4o-

mini, Cohere Command, and JAIS 30B Chat. The 

results demonstrated the potential of these 

techniques for politeness analysis in Arabic social 

media content, with the fine-tuned models and 

LLMs achieving varying levels of performance 

across different evaluation metrics. The error 

analysis revealed several factors contributing to 

the discrepancies between manual annotations 

and model predictions, including confusion 

between language and social practice, errors in 

analyzing certain sentences, and reliance on 

emojis. Despite the challenges and limitations 

identified, this study highlights the potential of 

transfer learning and LLMs for analyzing 

politeness in Arabic text and underscores the 

importance of developing language-specific 

resources and incorporating cultural knowledge 

and pragmatic understanding into computational 

models. 

Future research should focus on expanding the 

dataset, incorporating cultural and pragmatic 

knowledge, investigating advanced architectures, 

addressing data bias, and extending the insights 

gained from this study to other NLP tasks in 

Arabic. By addressing these research directions, 

future work can contribute to the development of 

more effective and culturally-aware politeness 

analysis models for Arabic text, ultimately leading 

to better communication and social interactions in 

the digital sphere.  

Limitations 

This study has several limitations that should be 

acknowledged. First, the dataset used in this 

research is relatively small, consisting of only 500 

tweets, and focuses solely on Modern Standard 

Arabic (MSA). This limited dataset may not fully 

capture the diversity of Arabic dialects and the 

wide range of politeness expressions used in 

social media. Second, although the manual 

annotation was performed by a linguistic expert in 

the field, the process is still subject to a degree of 

subjectivity, as it relies on the annotator's 

understanding of politeness markers and 

pragmatic intentions, which may be influenced by 

their cultural background and individual 

perception. Third, the study focuses on a binary 

classification of politeness (polite or neutral), 

which may oversimplify the nuances of politeness 

in Arabic communication. Finally, the 

performance of the models may be affected by the 

limited size of the dataset and the potential biases 



 

 
 

present in the pre-trained language models used 

for transfer learning and few-shot learning.  
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