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Abstract

Large Language Models (LLM) such as GPT3
and Llama tend to hallucinate, especially for
domain-specific questions. To alleviate this
problem, Retrieval Augmented Generation
(RAG) has been proposed but LLMs still suf-
fer in multihop question answering even with
RAG. Knowledge Graphs represent domain in-
formation in a structured manner and they have
been used for reasoning in AI. In this work, we
propose SubGraph Retrieval Augmented Gener-
ation (SG-RAG), a novel zero-shot Graph RAG
method that exploits the structured information
in Knowledge Graphs in order to accurately an-
swer multihop questions with LLMs. We form
a Cypher query based on the given question to
retrieve the set of relevant subgraphs that is fur-
ther provided as context to the Language Model.
We implemented and tested our methodology
on a benchmark question-answering data set
on movies domain. Experiments show that the
accuracy of 2-hop and 3-hop questions issued
to LLAMA 8B Instruct and GPT4-Turbo sig-
nificantly increases compared to LLAMA and
GPT with and without RAG.

1 Introduction

Language Models have revolutionized how we
represent knowledge and significantly impacted
question-answering systems. Large Language
Models (LLM) have proven to be very effective
in generating convincing answers, especially for
generic questions Touvron et al. (2023). However,
they also tend to hallucinate when they encounter
domain-specific questions Tonmoy et al. (2024). In
the case of LLMs such as LLAMA, hallucination
becomes a severe problem Li et al. (2024). In Ta-
ble 1, we provide sample questions submitted to
LLAMA3 8B Instruct where the answers show hal-
lucinations of the model. In order to alleviate this
problem, Retrieval Augmented Generation (RAG)
was proposed by Lewis et al. (2020). With RAG,
questions are answered based on a set of documents

where documents most similar to the given ques-
tion are retrieved and provided as context to the
LLM. The semantic similarity of a question to the
documents is calculated through word embeddings
and the top few documents are provided as con-
text. RAG eliminates most of the hallucinations in
the case of single-hop questions such as "When has
been the release year of the film No Looking Back",
but for multihop questions like "Senator William
Broyles Jr. wrote films with whom" (2-hop) and
"When were the release years of the films led by
Edges of the Lord as director"(3-hop), LLAMA3
8B Instruct fails to give correct answers. In or-
der to understand the degree of hallucination, we
evaluated LLAMA 8B on a benchmark Question-
Answer data set where the questions and corre-
sponding answers are provided. We observed that
single-hop questions are answered with high accu-
racy, while for 2-hop questions the accuracy drops
drastically, and for 3-hop questions the accuracy
decreases even further.

In order to improve their performance, an alterna-
tive form of giving context to LLMs was proposed
in the form of Knowledge Graphs (KGs). KGs pro-
vide domain information in a structured way. The
term Graph RAG was coined in a blog by Microsoft
Research Larson and Truitt (2024) where the au-
thors highlighted the limitations of the standard
RAG method in answering questions that require
multiple pieces of information. They suggested
transforming the unstructured documents into a
knowledge graph as a solution to those limitations.

In this work, we introduce the SubGraph Re-
trieval Augmented generation (SG-RAG), a novel
zero-shot Graph RAG method that exploits the re-
lations stored in KGs to answer questions. An
overview of SG-RAG is demonstrated in Figure 1.
SG-RAG uses Cypher statements representing the
semantics of the questions to retrieve the set of sub-
graphs containing relevant information from KG.
SG-RAG then transforms the subgraphs into a tex-



Figure 1: An Overview of SG-RAG Methodology.

tual representation in the form of triplets. Triplets
are partitioned into groups based on the retrieved
subgraphs as highlighted in Figure 1. Triplets are
finally provided to the LLM as context to gener-
ate an answer. The task instruction sent to LLM
highlights the structure of the triplets by using
(subject, relation, object) format where the di-
rection of the relation from subject to object is
emphasized. The experiments show that SG-RAG
provides more accurate answers compared to LLM
with and without RAG, especially for multihop
questions.

2 Background and Related Work

Large Language models (LLMs) are being used for
language understanding and question answering
Touvron et al. (2023); Reid et al. (2024). How-
ever, LLMs struggle to provide accurate answers
for domain-specific questions, generating factually
wrong, or irrelevant random responses which are
referred to as model hallucination Tonmoy et al.
(2024). Retrieval Augmented generation (RAG)
works on solving the hallucination problem by em-
bedding chunks of the domain information in the
LLM prompt with the question Lewis et al. (2020);
Gao et al. (2023). The choice of the information
chunks shared with LLM is determined by measur-
ing the semantic similarity between the question
and the domain knowledge information. The RAG
method with LLMs has been applied to question-

answering systems targeting a wide range of do-
mains including Finance by Setty et al. (2024),
Medicine by Zakka et al. (2024), and Religion by
Alan et al. (2024) to name a few. RAG method with
semantic similarity search decreases the LLMs’
hallucination on simple domain-specific questions,
however, the semantic similarity search is not able
to retrieve the indirect information required to an-
swer multihop questions Larson and Truitt (2024).

After the success of LLMs on many Natural Lan-
guage Processing tasks, researchers started to in-
vestigate the potential of using LLMs on graphs
Jin et al. (2023). such as using LLMs on classi-
fying graph nodes Chen et al. (2024). Edge et al.
(2024) use LLMs to convert unstructured knowl-
edge into a knowledge graph to answer global ques-
tions that require a global awareness of the domain
knowledge. The method proposed by Edge et al.
(2024) is based on creating groups, "communities"
as they call them, of subgraphs. Each commu-
nity has a summarization of the information stored
in the community subgraph. The answer to any
global question is based on collecting the summa-
rization from the communities and providing an
answer based on them. The most relevant work to
ours is a recent paper by Jin et al. (2024) where
authors propose Graph Chain-of-Thought (Graph-
COT) approach. Their aim is to tackle questions
that require reasoning by giving LLM the ability to
interact with the knowledge graph directly through



Table 1: Examples of the LLAMA3 8B Instruct hallucination on multihop questions from movies domain (with and
without RAG).

1-hop

Question When has been the release year of the film No Looking Back
Gold Answer 1998
LLAMA3-8B 2019

LLAMA3-8B with
RAG

June 28, 2024 | Japanese theaters | Annecy International Animation Film Festival
(June 9-15, 2024) | Annecy Presents category | Annecy International Animation Film
Festival | June 28, 2024 | Japanese theaters | Annecy International Animation Film
Festival

2-hop

Question Senator William Broyles Jr. wrote films with whom
Gold Answer Alvin Sargent, Claude Chabrol

LLAMA3-8B

Tom Cruise
Explanation: Tom Cruise and William Broyles Jr. co-wrote the film "The Polar
Express". William Broyles Jr. is a screenwriter and his films include "The Polar
Express" and "Cast Away". Tom Cruise is an actor who has starred in several films,
including "Top Gun"

LLAMA3-8B with
RAG

Robert Redford, Steven Spielberg, Tom Cruise, Barry Levinson, Oliver Stone, Ron
Howard, James Cameron, Brian De Palma, Martin Scorsese, Robert Zemeckis, Barry
Sonnenfeld, Edward Zwick, Steven Soderbergh, Clint Eastwood, Sam Raimi

3-hop

Question When were the release years of the films led by Edges of the Lord as director
Gold Answer 1987, 1993

LLAMA3-8B
1. The Lord of the Rings: The Fellowship of the Ring (2001) - December 19, 2001
2. The Lord of the Rings: The Two Towers (2002) - December 18, 2002
3. The Lord of the Rings: The Return of the King (200

LLAMA3-8B with
RAG

2001, 2002, 2005, 2007, 2008, 2002, 2005

a set of predefined functions. Hence, the LLM has
the freedom to decide when and how to traverse
the graph to gain the information needed to answer
the question. The graph description, including the
nodes’ type, attributes, and outer edges, is aug-
mented in the LLM prompt. The main limitation of
Graph-COT is that the model can reach a dead-end
in cases where the initial node does not have any
outer edge as demonstrated in Figure 3 where the
question is asking about the release years of the
movies Sharon Tate acted. In this case the LLM in
Graph COT will start with Sharon Tate node. Since
all the edges connected to the Sharon Tate node
are incoming edges as in Figure 2, LLM will not
be able to traverse other nodes to find the release
years of The Wrecking Crew and Valley of the Dolls
from Sharon Tate, therefore LLM will not be able
to answer the question correctly. Another point is
that Graph-COT works on GPT3.5 Turbo which
is an advanced black box model, however, when
we run Graph-COT on LLAMA3-8B which is an
open-source model with a much lower number of
parameters compared to GPT, we observed many
hallucinations for our benchmark questions.

Other individual and commercial experiments
have been conducted on the LLM and KG, as
highlighted by Kollegger (2024) stressing the im-
portance of using KG with LLM and providing
approaches to combine them, and the blog-post

Figure 2: An Illustration of a Dead-end Scenario for
Graph-COT.

written byAlto (2024) as an implementation tuto-
rial of applying a hybrid approach of RAG and
KG with LLM using LangChain and Neo4j graph
database. In this paper, we propose a novel Graph
RAG methodology based on subgraph retrieval that
we call SG-RAG to address the problem of multi-
hop question answering.

3 Preliminaries and Problem Definition

In the following paragraphs, we define preliminary
concepts that will be used in the problem statement.

Definition 3.1. Graph. A graph G = (V,E) is a
data structure consisting of a set of nodes, denoted
by V , and a set of edges, denoted by E. For any



Figure 3: An Example of the SG-RAG Retrieval for a 2-hop Question.

edge ei ∈ E, there exists two nodes, vj , vk ∈
V , such that ei connects vj and vk. A graph can
be directed or undirected where the edges in the
former have a direction.

Definition 3.2. Subgraph Given a graph G =
(V,E), a graph G′ = (V ′, E′) is a subgraph of G
if and only if V ′ ⊆ V and E′ ⊆ E.

Definition 3.3. Knowledge Graph. A knowl-
edge Graph, KG, represents domain knowledge in
a graph data structure. In KG, a node represents a
unit of information and an edge represents the re-
lation(s) between the two nodes. Nodes and edges
may have a label describing the type of knowledge
or relations in the nodes or edges respectively. Each
node vj ∈ V may have extra information embed-
ded in the form of attributes. Attributes can differ
based on the type of the nodes. For example in case
of Movies KG, the possible node labels are Movies,
People, Genre,...etc. The set of node labels with the
candidate edge types represents the schema of the
KG. Table 2 describes the schema of MetaQA-KG
that we used in our experimental evaluation.

Definition 3.4. n-hop Question. An n-hop
question is a question that requires one or more
subgraphs from a KG such that each subgraph con-
tains n edges. For example, in order to answer the
2-hop question in Figure 3, we need two subgraphs
where each subgraph contains 2 edges, "STARRED
_ACTORS" and "RELEASE _YEAR".

Problem Definition: For any domain D repre-
sented by a knowledge graph KG, our aim is to
accurately answer n-hop questions Q about D. We
assume that the questions are about the entities in
KG with specific relations to other entities. For
example, for the 1-hop question: "What are the
movies directed by Sharon Tate?" we are interested
in the Movies entity that is related to Sharon Tate
entity with directed by relation. The expected an-
swers to the questions in Q are the set of entities
that satisfy the constraints in the form of relations
provided in the question.

4 SG-RAG Methodology for Multihop
Question Answering

In this section, we present SubGraph Retrieval Aug-
mented Generation (SG-RAG), a novel zero-shot
Graph RAG method for answering domain-specific
multihop questions using KG and LLM. SG-RAG
has two main steps, subgraph retrieval and response
generation. The Subgraph Retrieval is based on
querying KG using a Cypher statement represent-
ing the input question and then transforming the
retrieved subgraphs into a set of triplets. The re-
sponse generation step takes the input question and
the resulting triplets from the retrieval step and aug-
ments them into a prompt with an instruction to
LLM, then the prompt is sent to LLM to generate
a response to the question. The flow of SG-RAG
is demonstrated in Figure 1. The following subsec-
tions explain the subgraph retrieval and response
generation in detail.

4.1 Subgraph Retrieval

Rather than retrieving a specific piece of informa-
tion from KG as in Bratanič (2024); Alto (2024)
such as list of movie names, the subgraph retrieval
step relies on Cypher statements to retrieve a set
of subgraphs from the KG containing the required
relevant information to answer the input question.
Then, SG-RAG transforms the retrieved subgraphs
into a textual representation that will be provided
as context to the LLM prompt during the response
generation step.

Querying the Knowledge Graph: Cypher is
a query language design by Neo4j for property
graphs built following Graph Theory Francis et al.
(2018). For an input question q, we use a statement
in Cypher Query Language to be executed on the
knowledge graph. The Cypher statement searches
for the set of subgraphs with nodes containing the
answer of q, then returns the found subgraphs as
records. In the example shown in Figure 3, the
Cypher statement aims to retrieve the movies in



which Sharon Tate acts together with the release
years of those movies. The result of executing the
Cypher statement is two subgraphs shown in Fig-
ure 3. We use domain-specific Cypher templates to
generate Cypher queries for the benchmark ques-
tions.

Transformation of Subgraps into Tex-
tual Representation: The transformation is
based on converting each pair of nodes con-
nected by an edge into a triplet of the form
(Subject, Relation,Object). More Precisely,
given two nodes n and m connected by a directed
edge e from n to m, the resulting triplet will
be (n, e, m). Textual transformation needs to
preserve the partial order imposed by the retrieved
subgraphs. Therefore the triplets from the same
subgraph are grouped together. Grouping triplets
based on the subgraphs helps the LLM extract the
correct information and prevents it from getting
confused between the different subgraphs. In
Figure 3, two retrieved subgraphs were depicted
where each subgraph contains 2 edges, hence the
textual representation includes 4 triples split into
two groups.

4.2 Response Generation

The LLM prompt used to generate a response con-
tains the task instruction, the context as the set
of triplets coming from the retrieval step, and the
input question. The task instruction is a simple
instruction explaining the task to the LLM and de-
scribing the structure of the triplets. During our
initial trials, we explored different prompt tem-
plates that differ in the task instruction such as
(entity, relation, entity) which does not capture
the directed edge structure of the KG. Using the
(subject, relation, object) gave the best results
since it provides the LLM additional information
about the direction of the relation such that the
relation is from subject to object. The final ver-
sion of the prompt template we used is demon-
strated in Figure 4. After creating the prompt based
on the prompt template, it is sent to the LLM to
generate a response.

5 Experimental Setup

5.1 Dataset

MetaQA is a benchmark dataset introduced by
Zhang et al. (2018). It includes a knowledge graph
(MetaQA-KG) based on data about movies. In ad-
dition to the knowledge graph, it contains question-

Figure 4: The Prompt Template Used for SG-RAG Re-
sponse Generation.

answer pairs about MetaQA-KG. The questions
are generated through templates, and a paraphrased
version of the questions called NTM is created by
translating them to French and then back to English.
Each question has a single category out of 49 cate-
gories. The question-answer pairs are divided into
1-hop, 2-hop, and 3-hops. For our experiments, we
randomly picked 15K NTM questions with equal
number of 1-hop, 2-hop, and 3-hop questions.

MetaQA-KG contains 9 types of relations: "di-
rected by", "written by", "starred actors", "release
year", "in language", "has tags", "has genre", "has
imdb votes", and "has imdb rating". Based on
the semantics of those relations, we divided the
entities into 8 groups: Movies, People, Year, Lan-
guage, Tag, Genre, IMDB Votes, and IMDB Rating.
Hence, the Graph Schema of the MetaQA-KG be-
comes as shown in Table 2 such that each entity
has a single attribute called name, while relations
don’t have attributes.

Table 2: The Graph Schema of MetaQA-KG after group-
ing the entities based on the semantics of the relations.

(:Movies)-[:DIRECTED _BY]->(:People)
(:Movie)-[:WRITTEN _BY]->(:People)
(:Movie)-[:STARRED _ACTORS]->(:People)
(:Movie)-[:IN _LANGUAGE]->(:Language)
(:Movie)-[:RELEASE _YEAR]->(:Year)
(:Movie)-[:HAS _GENRE]->(:Genre)
(:Movie)-[:HAS _TAGS]->(:Tag)
(:Movie)-[:HAS _IMDB _VOTES]->(:Vote)
(:Movie)-[:HAS _IMDB _RATING]->(:Rate)

5.2 Baselines
We consider the following baselines in our experi-
ment:

• LLM: Using the LLM alone to answer the
questions. The answers are based on the inter-
nal knowledge stored in the model’s parame-
ters.

• RAG: It is based on the original RAG method
proposed by Lewis et al. (2020). The external



knowledge is represented by a set of plain-text
documents.

5.3 Implementation Settings
Since the MetaQA benchmark does not contain the
Cypher queries, we generated them based on tem-
plates. The generation process is based on creating
a Cypher query template for each category. A sub-
set of the query templates is provided in Table 3.
Cypher statements are generated by replacing the
"<entity>" tag with the entity name in the corre-
sponding question.

Our baseline RAG Lewis et al. (2020) is based
on indexing plain-text documents into a vector
database using textual embedding. Since the knowl-
edge in MetaQA is a graph structure, we retrieved
Wikipedia documents about the entities that appear
in our test questions. The retrieved Wikipedia docu-
ments are split into chunks with a maximum size of
100 words as in Lewis et al. (2020) that are indexed
into a vector database. We used LLAMA-3 8B
Instruct version AI@Meta (2024) as the backbone
LLM for the baselines and SG-RAG.

5.4 Evaluation Metric
We evaluate the performance of SG-RAG and the
baselines using the answer-matching rate inspired
by the notion of entity-matching rate proposed by
Wen et al. (2017) to evaluate the dialogue systems.
The answer matching rate measures the ratio of
the gold answers contained in the generated re-
sponse. More specifically, let q be an input ques-
tion, Y = y1, y2, .., ym be the gold answer, and
Y ′ = y′1, y

′
2, .., y

′
n be the generated response, then:

MatchingRate(q) =
| Y ∩ Y ′ |

| Y |
(1)

The gold answers in MetaQA are a set of entity
names whereas the LLM responses have a para-
graph structure with explanations. Therefore, we
have decided to use matching rate metric which
considers only the part of the LLM generated text
that is within the scope of our knowledge base.

6 Results and Discussion

Using the MetaQA dataset and the matching rate
metric, we evaluated SG-RAG and compared it
with the baselines. The results are demonstrated in
Table 4. From the result in Table 4, we observe that
the performance of the LLM alone is poor com-
pared to other methods. This shows that relying

on LLM internal knowledge alone is not enough
to answer questions on a specific domain, such as
Movies.

RAG has better performance compared to the
LLM alone. However, the performance of RAG de-
creases for 2-hop and 3-hop questions. The reason
behind that is the external knowledge shared with
the LLM as a context is determined by the seman-
tics of the question which is not enough to know the
extra information required to answer the question.
Coming back to the example in Figure 3, using
the semantics of the question, RAG retrieved the
documents about "Sharon Tate" which include the
names of the movies she acted such as "The Wreck-
ing Crew" and "Valley of the Dolls", but those
documents do not contain extra information about
the movies such as the release year, the language,
or the name of the cast. RAG cannot retrieve all the
necessary documents about "The Wrecking Crew"
or "Valley of the Dolls" by the mere semantics of
the question. This problem of RAG is addressed by
SG-RAG which we can observe in Table 4 where
SG-RAG outperforms the baseline methods for 1-
hop, and even more for 2-hop, and 3-hop questions.
SG-RAG uses the KG as an external knowledge
source where the relations between the entities are
represented in the structure of the graph. Moreover,
we use Cypher queries to retrieve information from
the KG and fully capture the structural information
provided by the KG. This can also be seen in the
example provided in Figure 3 where Cypher query
asked to retrieve all the movies in which "Sharon
Tate" was an actress, and the release year of those
movies. This way, the LLM received all the infor-
mation needed to answer the question.

Generating Documents based on Knowledge
Graph: The low performance of the RAG with
Wikipedia documents on the 1-hop questions may
be caused by the fact that Wikipedia does not in-
clude the answers to our questions. To analyze that
issue, we also generated documents based on the in-
formation in our knowledge graph. The generation
process started with extracting the entities in our
questions. Then, for each entity, we extracted the
subgraph containing the targeted entity node and
the neighborhood of the node. After that, we asked
Gemini 1.5 Flash to generate a 100-word document
about the targeted entity containing the informa-
tion in the subgraph. The subgraph is embedded
in the Gemini prompts as a set of triplets. Figure 5
shows the prompt template we used to construct



Table 3: Sample question categories and their corresponding Cypher templates.

Type Category Cypher Template

1-hop

movie to language
MATCH (m:Movie)-[r:IN _LANGUAGE]->(l:Language)
WHERE m.name="<entity>"
RETURN m, r, l

director to movie
MATCH (m:Movie)-[r:DIRECTED _BY]->(d:People)
WHERE d.name="<entity>"
RETURN m, r, d

2-hop

writer to movie to genre

MATCH (w:People)<-[r1:WRITTEN _BY]-(m:Movie)
-[r2:HAS _GENRE]->(g:Genre)
WHERE w.name="<entity>"
RETURN w, r1, m, r2, g

actor to movie to year

MATCH (a:People)<-[r1:STARRED _ACTORS]-(m:Movie)
-[r2:RELEASE _YEAR]->(y:Year)
WHERE a.name="<entity>"
RETURN a, r1, m, r2, y

3-hop

movie to director to movie to actor

MATCH (m1:Movie)-[r1:DIRECTED _BY]->(d:People)
<-[r2:DIRECTED _BY]-(m2:Movie)
-[r3:STARRED _ACTORS]->(a:People)
WHERE m1.name="<entity>"
RETURN m1, r1, d, r2, m2, r3, a

movie to writer to movie to
language

MATCH (m1:Movie)-[r1:WRITTEN _BY]->(w:People)
<-[r2:WRITTEN _BY]-(m2:Movie)
-[r3:IN _LANGUAGE]->(l:Language)
WHERE m1.name="<entity>"
RETURN m1, r1, w, r2, m2, r3, l

Table 4: The evaluation results of SG-RAG with
LLAMA3-8B Instruct and the baselines on the MetaQA
selected test set.

1-hop 2-hop 3-hop
LLAMA3-8B 0.24 0.13 0.17
RAG(Wiki Docs)
Top-1

0.33 0.19 0.21

RAG(Wiki Docs)
Top-2

0.36 0.20 0.20

RAG(Wiki Docs)
Top-3

0.38 0.22 0.20

RAG(Wiki Docs)
Top-5

0.40 0.23 0.18

RAG(Wiki Docs)
Top-10

0.42 0.27 0.19

SG-RAG 0.90 0.73 0.58

the templates we sent to Gemini to generate the
document. Figure 6 provides an example of the
generated document about The Terminator movie
by Gemini based on the set of triplets represent-
ing the subgraph containing The Terminator node
and its neighborhood. We randomly sampled a set
of 1547 1-hop questions, 1589 2-hop questions,
and 1513 3-hop questions, to apply this experiment
within a limited time frame. From the results in
Table 5, we can see that applying RAG on the gen-
erated documents based on KG achieved higher per-
formance than the RAG on Wikipedia documents
since each document contains the information of
a 1-hop neighborhood around the targeted entity.
However, the performance of RAG on both the

Figure 5: The Prompt Template Used With Gemini for
Documents Generation

generated and Wikipedia documents is comparable
with 2-hop and 3-hop questions while SG-RAG
has superior performance for 1-hop, 2-hop, 3-hop
questions.

Using GPT4-Turbo as backbone LLM: The
low performance of RAG compared to SG-RAG
even on the Gemini generated documents may be
caused by the LLAMA3-8B Instruct that we chose
as a backbone LLM for our evaluation. To an-
alyze that issue further, we evaluated SG-RAG,
and RAG on the Gemini generated documents on
GPT4-Turbo. We did this experiment on the same
small test set we used earlier to apply this experi-
ment within a limited time frame. From the results
in Table 6, we can see the superior performance
of SG-RAG on 1-hop, 2-hop, and 3-hop questions.
For RAG, we can notice that increasing the num-
ber of documents shared with GPT4 on 2-hop and
3-hop questions affected GPT4 negatively and de-
creased its performance.



Figure 6: The set of Triplets Representing the Subgraph
Containing The Terminator Node and Its Neighborhood
on the Left and Gemini Generated Document on the
Right.

Table 5: Comparison between SG-RAG, RAG on
Wikipedia documents, and RAG on Gemini generated
documents using LLAMA3-8B Instruct.

1-hop 2-hop 3-hop
RAG(Wiki Docs)
Top-1

0.33 0.19 0.21

RAG(Wiki Docs)
Top-2

0.35 0.20 0.20

RAG(Wiki Docs)
Top-3

0.36 0.22 0.20

RAG(Generated Docs)
Top-1

0.64 0.15 0.17

RAG(Generated Docs)
Top-2

0.66 0.12 0.13

RAG(Generated Docs)
Top-3

0.66 0.12 0.16

SG-RAG 0.91 0.72 0.60

7 Conclusions

LLM with RAG has significantly impacted
question-answering systems in multiple domains
such as Finance by Setty et al. (2024), Medicine
by Zakka et al. (2024), and Religion by Alan et al.
(2024), to name a few. However, RAG is still suf-
fering from hallucinations on multi-hop questions.
In this work, we propose SG-RAG, a zero-shot
Graph RAG method to answer multi-hop domain-
specific questions that use Cypher statement repre-
senting the question to retrieve the set of subgraphs
containing the required information to answer the
question. SG-RAG is a method designed to exploit
the structured information in Knowledge Graphs
to increase the LLMs performance on multi-hop
domain-specific questions. For an input question,
SG-RAG uses a Cypher query representing the in-
put question to retrieve the set of subgraphs con-
taining the required information, then shares it as a
context to the LLM. We evaluate our method on a
question-answering benchmark dataset on movies.
Our experiments show a significant increase in per-

Table 6: Comparison between SG-RAG, and RAG on
Gemini generated documents using GPT4-Turbo.

1-hop 2-hop 3-hop
RAG(Generated Docs)
Top-1

0.765 0.286 0.204

RAG(Generated Docs)
Top-2

0.776 0.181 0.177

RAG(Generated Docs)
Top-3

0.784 0.179 0.180

SG-RAG 0.941 0.815 0.520

formance in general and specifically on 2-hop and
3-hop questions.

Limitations

This work mainly focuses on introducing SG-RAG
as a zero-shot Graph RAG method to answer multi-
hop domain-specific questions. During our experi-
ment, the Cypher statements are generated manu-
ally using domain-specific Cypher templates. To
overcome the challenge of manually generating the
domain-specific Cypher templates, we are work-
ing on automatically generating the Cypher state-
ment representing the targeted question based on
the KG schema as an extension to SG-RAG. In our
initial trials, we observed that LLAMA3-8B and
Gemini are very poor at generating valid Cypher
queries. GPT-4 can generate Cypher queries, but
accuracy needs to be improved. In order to address
this problem we plan to fine-tune an LLM such
as LLAMA3-8B to give it the ability to generate
a Cypher query given the question and the graph
schema.

Within the limited time frame, we evaluated SG-
RAG on GPT4-Turbo over a small test set; however,
we are working on extending the evaluation over a
larger sample size and comparing its performance
with Graph COT proposed by Jin et al. (2024).

Ethics Statement

Large Language Models (LLM) have achieved
outstanding performance in natural language pro-
cessing and generation, specifically in question-
answering systems Touvron et al. (2023). However,
the hallucination of these models can generate fac-
tual mistakes in answers or misleading information
Tonmoy et al. (2024) that can be later propagated
amoung people as facts. We are proposing SG-
RAG as a potential solution to reduce and eradicate
misinformation by exploiting the structured infor-
mation in Knowledge Graphs to increase the LLMs



performance on multi-hop domain-specific ques-
tions.
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