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Abstract

This paper presents a study on Japanese es-
say grading using Generative Pre-trained Trans-
formers (GPTs) in Japanese language. Previ-
ous research has demonstrated the effective-
ness of neural network-based models, such
as BERT, for essay grading across various
datasets. With the advent of downloadable
GPT models trained on significantly larger
datasets compared to BERT, it has become fea-
sible to employ these models for essay grading
through fine-tuning with Low-Rank Adaptation
(LoRA). Most existing models have focused
on English essays and their accuracy, leaving
a gap in understanding the performance on
Japanese essays, which have limited linguis-
tic resources. To address this, we apply several
Japanese GPT models to a dataset comprising
12 prompts across 4 themes. The experimental
results show that the model pre-trained exclu-
sively on Japanese data, open-calm-medium,
achieved an accuracy of 62.33% and a QWK
of 0.5551. In comparison, the best-performing
model additionally pre-trained on multilingual
Llama, ELYZA-Llama-2-7b-fast, achieved an
accuracy of 53.29% and a QWK of 0.3375.
This study highlights the potential of GPT mod-
els for enhancing automated essay scoring in
the Japanese context.

1 Introduction

Automated essay scoring (AES) is one of the most
promising and rapidly evolving fields in educa-
tional technology owing to the growing opportuni-
ties of online lectures.

Previous studies first revealed neural network-
based models such as LSTM and CNN are effective
for essay tasks (Taghipour and Ng, 2016; Dong
et al., 2017; Yi Tay and Minh C. Phan and Luu
Anh Tuan and Siu Cheung Hui, 2018). A neural
network-based essay scoring model is roughly di-
vided into two parts: encoding an essay to a vector
and assigning scores. After a pre-trained language

model BERT (Devlin et al., 2019) has succeeded
in improving the accuracy of benchmarks in NLP,
some previous studies have applied simple BERT-
based models into essay scoring task (Rodriguez
et al., 2019; Mayfield and Black, 2020). The sim-
ple models were unable to improve the accuracy of
existing neural network-based models. The newly
proposed models, however, combining regression
and ranking loss show improved performance com-
paring to the existing neural network-based models
(Yang et al., 2020; Wang et al., 2022).

Thus, the previous studies have revealed pre-
trained language models are effective for AES. In
the recent advancements in Generative Pre-trained
Transformers (GPTs) (Brown et al., 2020; Ope-
nAI et al., 2023), which have much larger weight
size and are trained on extensive datasets, sev-
eral studies have explored the application of GPTs,
both with and without fine-tuning (Mizumoto and
Eguchi, 2023; Xiao et al., 2024). It has been ob-
served that a prompt-based GPT model yields lower
accuracy compared to the fine-tuned GPT-3.5 or
BERT-based model (Xiao et al., 2024).

The findings of the models studied above have
been often conducted on the commonly used En-
glish essay dataset ASAP (Hamner et al., 2012), but
on the other hand, it is not clear how much predic-
tion accuracy can be achieved for Japanese essays,
where linguistic resources are limited. There are
studies conducted on Japanese essay written by
Japanese learners (Hirao et al., 2020; Obata et al.,
2023); however, Japanese essay data (Takeuchi
et al., 2021)1 written by native Japanese speakers
that can be used for research has recently been pub-
lished, thus, in this paper, we conduct on the study
of essay scoring model for Japanese.

Previous studies show that the fine-tuned lan-
guage models based on BERT or GPT-3.5 are
promising for AES task (Hirao et al., 2020; Xiao

1GSK2021-B https://www.gsk.or.jp/catalog/gsk2021-b/



et al., 2024). Thus, the middle size of downloadable
GPT models such as Llama (Touvron et al., 2023)
are worth to be applied into Japanese essay scor-
ing task because of the following reasons: 1) API-
based GPTs such as GPT-3.5 have limitations of
learning while we can freely build an essay grading
model that incorporate the downloaded GPT, 2) it
is expected that linguistic knowledge within a GPT
will contribute to solve the grading of Japanese es-
says, and 3) Low-Rank Adaptation (LoRA) (Hu
et al., 2021) enables us to apply fine-tuning on a
local GPU at a laboratory scale.

Several Japanese GPT models that are specifi-
cally pre-trained on Japanese texts are published;
however, it is not clear which model is suitable
for Japanese essay scoring task. The dataset in-
cludes Japanese essays to 12 prompts consists of
4 themes, which ranges in length from 100 to 800
characters. Therefore, in this paper, we clarify the
performance of the several Japanese GPT models
for the Japanese essay dataset and discuss the rela-
tions between GPTs and features of essays.

The contributions of this study are as follows:
1) it unveils Quadratic Weighted Kappa (QWK)
and F1 scores achieved for Japanese essays us-
ing a Japanese GPT model, 2) it provides a com-
parative analysis of the performance across vari-
ous Japanese GPT models employing Low-Rank
Adaptation (LoRA) fine-tuning on Japanese essay
datasets, and 3) it reveals that GPT models initially
trained on Japanese texts outperform the model
subjected to additional pre-training on multilingual
Llama model using Japanese texts.

2 Previous Studies

In the initial phases of AES development, a vari-
ety of statistical models were employed. These
included regression models that relied on hand-
crafted features, exemplified by systems like e-
rater (Attali and Burstein, 2006), as well as sta-
tistical approaches utilizing latent semantic index-
ing (LSI) (Deerwester et al., 1990; Ishioka and
Kameda, 2006).

Neural network models that do not require hand-
crafted features has been proposed and shown to
be superior to previous models. Many studies used
LSTM and CNN models (Taghipour and Ng, 2016;
Dong et al., 2017; Yi Tay and Minh C. Phan and
Luu Anh Tuan and Siu Cheung Hui, 2018), but
there is also a study using word embedding and
Support Vector Regression model (Cozma et al.,

2018) that achieved an equivalent performance to
the neural network-based models (Mayfield and
Black, 2020).

Instead of learning sentence embedding directly
from target data, pre-trained language models are
employed (Rodriguez et al., 2019; Mayfield and
Black, 2020; Yang et al., 2020; Wang et al., 2022;
Mizumoto and Eguchi, 2023; Xiao et al., 2024; Hi-
rao et al., 2020; Obata et al., 2023). Pre-trained
models can be broadly divided into BERT (Ro-
driguez et al., 2019; Mayfield and Black, 2020;
Yang et al., 2020; Hirao et al., 2020; Wang et al.,
2022) and GPT (Mizumoto and Eguchi, 2023;
Obata et al., 2023; Xiao et al., 2024). Although
the initial model using BERT could not achieve
high accuracy, it was shown that adding ranking
to the loss function improved accuracy and outper-
formed neural network-based models (Yang et al.,
2020; Wang et al., 2022). The prompt-based GPT
model showed the limited performance compared
to the linguistic feature-based model (Mizumoto
and Eguchi, 2023; Obata et al., 2023) or fine-tuned
GPT-3.5 model (Xiao et al., 2024). This indicates
that significant large language model is not so ef-
fective for AES.

While most of the previous studies are conducted
on English essay dataset, studies on Japanese es-
say are limited. Hirao et al. (2020) revealed that
the BERT-based model is effective compared to
the LSTM-based model on Japanese essay dataset2.
The other Japanese essay dataset used in Obata
et al. (2023) contains essays for one prompt3. Pre-
liminary experiments have been conducted to pre-
dict scores for Japanese essay data by fine-tuning
Japanese GPT models (Okgetheng and Takeuchi,
2024).

Thus, evaluating essay scoring models using a
Japanese essay dataset—comprising essays of vari-
ous lengths and themes, based on data available for
research—is deemed valuable.

3 Methodology

3.1 Essay Scoring Model

The essay scoring model comprises two main mod-
ules: text encoding and score assignment. The
encoding module leverages pre-trained language
models to convert the input text into vector rep-
resentations, while the score assignment module

2https://goodwriting.jp/wp/?lang=en
3That is included in I-JAS corpus https://

www2.ninjal.ac.jp/jll/lsaj/.



utilizes these representations to predict scores. The
models employed in this study include Japanese
BERT, Open CALM, CALM2-7B, StableLM Al-
pha, and ELYZA, each designed specifically for
handling Japanese texts.

Japanese BERT4 is used for text encoding, where
the vector corresponding to the [CLS] token serves
as the embedding vector for the input essay. In con-
trast, decoder-only models such as Open CALM5,
CALM2-7B6, Japanese StableLM Alpha7, and
ELYZA8 are utilized for both encoding and score
prediction. For these GPT-based models, the vector
that predicts the next token after the final token of
the input essay is used as the embedding vector.

Given an input essay document s with tokens x1
to xn generated by the tokenizer, the final token
embedding is used for predicting the score. Specif-
ically, for models like Open CALM, the vector
corresponding to the token that denotes the end of
the input document is used. Figure 1 illustrates the
overall architecture of the essay scoring model.

Figure 1: Methodology for the Neural Network-based
Essay Scoring Model

3.2 Score Prediction from Embeddings
To predict the score from the embeddings, the fi-
nal embedding vector (obtained either from the
[CLS] token for BERT or the end-of-sequence to-
ken for GPT models) is passed through a fully con-
nected neural network. This network consists of
multiple layers that map the high-dimensional em-
beddings to a single score value representing the

4https://huggingface.co/tohoku-nlp/bert-base-japanese-
v3

5https://huggingface.co/cyberagent/open-calm
6https://huggingface.co/cyberagent/calm2-7b
7https://huggingface.co/stabilityai/japanese-stablelm-

base-alpha-7b
8https://huggingface.co/elyza/ELYZA-japanese-Llama-2-

7b

predicted essay score. The design of this neural net-
work, including the number of layers and activation
functions, is optimized to capture the nuanced rela-
tionships between the encoded text and the target
scores.

3.3 Design of the Loss Function
Given that the proposed model is a categorical clas-
sification model where the classes are ordinal, we
applied soft labeling(Diaz and Marathe, 2019) to
the loss function. During the training phase, the
loss for the categorical model is calculated using
cross-entropy with one-hot labels. Soft labeling
modifies the target labels such that the k-th value
is calculated as follows:

dk =
exp(−|k̂ − k|)∑K
i=1 exp(−|k̂ − i|)

(1)

Here, dk represents the teacher value for each k-th
unit in the final layer of the classification model,
and k̂ denotes the correct category. This approach
assigns a larger penalty for predictions that are
further from the correct answer, promoting better
ordinal classification.

4 Experimental Setup

4.1 Dataset
The Japanese essay tests were conducted on
Japanese university students, and the dataset con-
sists of 12 prompts with 4 themes. In each theme,
there are three prompts. The four themes are
globalization (Global), natural science (Natural),
East Asian economics (Easia), and critical thinking
(Criticize). Each theme has three prompts from
question 1 to 3. The length of the essays ranges
from 100 characters to 800 characters.

The essays are manually scored on a 5-point
scale for comprehension, logic, validity, and gram-
mar. In this paper, we focus on comprehension
scores to evaluate the essay scoring models. The
essays were annotated by two Japanese-speaking
raters, and the scores were averaged to obtain the
final score for each essay.

The Japanese essay data is available to re-
searchers and is provided by the Japanese Lan-
guage Resource Association (GSK)9. Table 1
shows the number of essays for each prompt. In the
table, ’P’ stands for Prompt number, ’ML’ repre-
sents the Maximum Length of an essay, and ’Num’
indicates the number of essays.

9https://www.gsk.or.jp/en/



This dataset provides a diverse range of essay
lengths and topics, enabling a comprehensive eval-
uation of the essay scoring models.

Table 1: Japanese essay data

Theme P ML Num Theme P ML Num
1 100 290 1 300 328

Criticize 2 400 290 Global 2 250 327
3 800 290 3 300 327
1 300 290 1 100 327

Easia 2 250 288 Science 2 400 325
3 300 288 3 800 327

4.1.1 Example of Global Category Prompts:
Japanese and English Versions

In the global category, the essay prompts chal-
lenge students to critically analyze various aspects
of globalization. For example, Prompt 1 asks:
Japanese: グローバリゼーションは、世界、
または各国の所得格差をどのように変化さ
せましたか。また、なぜ所得格差拡大、また
は縮小の現象が現れたと考えますか。300字
以内で答えなさい。 English: How has glob-
alization changed income inequality in the world
or across countries? Also, why do you think the
phenomenon of increasing or decreasing income
inequality has appeared? Please answer within 300
characters.
Prompt 2 shifts focus to multinational corporations,
asking: Japanese: 多国籍企業は、グローバ
リゼーションの進展の中でどのような役
割を果たしましたか。多国籍業の具体例を
あげて、250字以内で答えなさい。 English:
What role have multinational corporations played
in the development of globalization? Give a spe-
cific example of a multinational business and an-
swer within 250 characters.
Lastly, Prompt 3 delves into cultural aspects, ask-
ing: Japanese: 文化のグローバリゼーション
は、私たちの生活にどうのような影響を与
えましたか。また、あなたはそれをどのよ
うに評価しますか。具体例をあげて、300字
以内で答えなさい。 English: How has cultural
globalization affected our lives? Also, how do you
rate it? Give a specific example and answer within
300 characters.

4.2 Score Distribution Across Themes
The score distribution across different essay themes
and prompts provides valuable insights into the
grading trends and the level of challenge posed by

each prompt. Figure 2 illustrates how scores were
allocated across five possible score levels (1 to 5)
for each theme and prompt within the dataset. This
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Figure 2: Scores Distribution per theme

distribution highlights the variability in grading
across different prompts, with some prompts show-
ing a higher concentration of scores in the middle
ranges (Scores 2 and 3), while others have a sig-
nificant number of essays scored at the higher end
(Score 5), particularly in themes like science_q1.

4.3 Performance Measures
To evaluate the effectiveness of our model, we em-
ployed several performance metrics:

• Accuracy: This metric provided a straightfor-
ward measure of the model’s ability to cor-
rectly predict the essay scores.

• Root Mean Square Error (RMSE): RMSE of-
fered a quantitative measure of the model’s
prediction error, giving insights into the devi-
ation of the predicted scores from the actual
scores.

• Quadratic Weighted Kappa (QWK): QWK
was used to assess the degree of agreement
between the predicted and actual essay scores.
This metric is particularly valuable in grading
scenarios, as it accounts for the ordered nature
of the rating scale.

4.4 Training Setup
Our setup involved the following key components:

• GPT Configuration: We utilized GPT mod-
els specifically configured for the Japanese
language, ensuring that they are finely at-
tuned to the linguistic characteristics unique
to Japanese.



• Early Stopping: To prevent overfitting, we em-
ployed an early stopping mechanism. Train-
ing ceased once the improvement in perfor-
mance on the validation set plateaued, ensur-
ing the generalizability of the model.

• Gradient Accumulation: Recognizing the
computational demands of training large lan-
guage models, we implemented a gradient ac-
cumulation strategy. By setting the accumu-
lation steps to 2 with a batch size of 8, we
effectively simulated a larger batch size of 16,
allowing for more stable and effective train-
ing.

• LoRA: We applied LoRA (Low-Rank Adap-
tation) implemented in PEFT (Parameter-
Efficient Fine-Tuning) by HuggingFace with
the rank set to 8.

• Training Configuration: Models were trained
over a maximum of 10 epochs with early stop-
ping criteria to prevent overfitting.

5 Experimental Results

In our experiments, we employed a 5-fold cross-
validation technique to ensure the robustness and
reliability of our results. Each model was trained
with a batch size of 8, and we used a gradient ac-
cumulation step of 2, effectively making the batch
size 16. The models were trained for a maximum
of 10 epochs, with early stopping criteria to prevent
overfitting.

The performance metrics used in our evaluation
include F1 Score, QWK, Accuracy, and RMSE.
These metrics provide a comprehensive evaluation
of the models’ capabilities in handling classifica-
tion tasks, measuring the agreement between pre-
dicted and actual scores, assessing the proportion
of correct predictions, and quantifying the average
magnitude of prediction errors, respectively.

5.1 Overall Performance
Table 2 presents the overall performance of various
models with and without soft labeling.

This table shows that models such as calm2-
7b and open-calm-large perform consistently well
across all metrics. Specifically, calm2-7b without
soft labeling achieves the highest QWK (0.5982)
and a relatively low RMSE (0.6957), indicating
strong agreement with the true scores and precise
predictions. In contrast, the F1 scores are generally
higher for models without soft labeling, suggesting

a better precision-recall balance when soft labels
are not used.

5.2 Category-wise Performance

Table 3 illustrates the performance of different mod-
els across various essay categories with and without
soft labeling. The results in this table are for the
models that performed best in each category.

In the Criticize category, the calm2-7b model
without soft labeling outperforms other models,
achieving a QWK of 0.5831 and RMSE of 0.7133.
The Easia category shows similar trends, with
calm2-7b again performing best without soft la-
beling. For the Science category, the open-calm-
medium model with soft labeling achieves the high-
est QWK of 0.7092, indicating strong performance
in more technical essays.

5.3 Prompt-wise Performance

Table 4 provides the performance across different
prompts with and without soft labeling. In this
table, we are showing the results of the models that
performed better than the others in each prompt.

For Prompt 1, the jp(Japanese)-stablelm-instruct-
7b-v2 model without soft labeling achieves the
highest QWK of 0.7356, indicating a strong agree-
ment with human scoring. Prompt 2 shows the
ELYZA-Llama-2-7b-fast-instruct model perform-
ing well, with balanced accuracy and F1 score. The
calm2-7b model remains consistent across different
prompts, showcasing its versatility.

5.4 Performance Comparison

Table 5 compares the performance of classification
models with soft labeling, without soft labeling,
and regression models.

Table indicates that regression models gener-
ally outperform classification models in terms of
RMSE, indicating more precise error minimization.
Soft labeling improves performance for medium
and large models, but its benefits are less clear for
small models. QWK and Accuracy metrics show
balanced performance across all model types, with
regression models slightly ahead in precision.

6 Discussions

The analysis of various models on the Japanese
essay scoring task demonstrates that some models
exhibit a high degree of proficiency within certain
thematic areas. This is evidenced by their consis-
tently strong performance across most evaluated



Table 2: Overall Performance of GPT Models

Model F1 Score QWK Accuracy RMSE
With Soft Labeling open-calm-small 0.2803 0.3417 0.5677 0.7855

open-calm-medium 0.3284 0.5303 0.5899 0.7243
open-calm-large 0.3502 0.5272 0.6208 0.7282
open-calm-7b 0.3072 0.4362 0.5963 0.7787
calm2-7b 0.3252 0.5288 0.6001 0.7417
calm2-7b-chat 0.3109 0.4512 0.5873 0.7761
jp-stablelm-alpha-7b 0.2961 0.4201 0.5652 0.7933
jp-stablelm-instruct-7b-v2 0.3372 0.4750 0.5886 0.7788
ELYZA-Llama-2-7b-instruct 0.2909 0.3760 0.5305 0.8980
ELYZA-Llama-2-7b-fast 0.2415 0.3105 0.5216 0.8884
ELYZA-Llama-2-7b 0.3372 0.4716 0.5930 0.7728
ELYZA-Llama-2-7b-fast-instruct 0.3115 0.4376 0.5481 0.7893
BERT 0.5056 0.4318 0.5602 0.7863

Without Soft Labeling open-calm-small 0.2910 0.3848 0.5679 0.8112
open-calm-medium 0.3621 0.5551 0.6233 0.7259
open-calm-large 0.3772 0.5614 0.6219 0.7053
open-calm-7b 0.3370 0.5068 0.6089 0.7279
calm2-7b 0.3872 0.5982 0.6140 0.6957
calm2-7b-chat 0.3303 0.4994 0.6072 0.7332
jp-stablelm-alpha-7b 0.3518 0.5367 0.6072 0.7332
jp-stablelm-instruct-7b-v2 0.3362 0.4690 0.5918 0.7829
ELYZA-Llama-2-7b-instruct 0.3143 0.4501 0.5274 0.8365
ELYZA-Llama-2-7b-fast 0.2630 0.3375 0.5329 0.9217
ELYZA-Llama-2-7b 0.3526 0.4843 0.5768 0.8207
ELYZA-Llama-2-7b-fast-instruct 0.3260 0.4495 0.5520 0.8053
BERT 0.4681 0.3352 0.5450 0.8433

Table 3: Category-wise Performance of GPT Models

Category Model QWK RMSE Accuracy F1 Score
With Soft Labeling Criticize jp-stablelm-instruct-7b-v2 0.5239 0.7287 0.6061 0.3395

Easia calm2-7b 0.5129 0.6259 0.6919 0.3119
Global open-calm-large 0.5593 0.7810 0.5690 0.3857
Science open-calm-medium 0.7092 0.6604 0.6667 0.4515

Without soft labeling Criticize calm2-7b 0.5831 0.7133 0.5960 0.3805
Easia calm2-7b 0.5886 0.6280 0.6818 0.3620
Global calm2-7b-chat 0.5585 0.6511 0.6149 0.4092
Science jp-stablelm-alpha-7b 0.7050 0.6565 0.6061 0.4277

Table 4: Prompt-wise Performance of GPT Models

Prompt Model QWK RMSE Accuracy F1 Score
With Soft Labeling 1 jp-stablelm-instruct-7b-v2 0.6881 0.6541 0.6869 0.4352

2 calm2-7b-chat 0.6963 0.7388 0.5606 0.3603
3 open-calm-large 0.4243 0.7100 0.6300 0.3082

Without Soft Labeling 1 jp-stablelm-instruct-7b-v2 0.7356 0.6070 0.7355 0.4835
2 ELYZA-Llama-2-7b-fast-instruct 0.6920 0.6931 0.5990 0.3932
3 calm2-7b 0.4373 0.6922 0.5917 0.3440



Table 5: Performance Comparison using Classification Model with Soft Labeling (WS), Without Soft Labeling
(WOS) and Regression Model (RM)

Small Medium Large
Metric WS WOS RM WS WOS RM WS WOS RM
F1 Score 0.2803 0.2910 0.5109 0.3284 0.3621 0.5552 0.3502 0.3772 0.5358
QWK 0.3417 0.3848 0.3872 0.5303 0.5551 0.4521 0.5272 0.5614 0.3528
Accuracy 0.5677 0.5679 0.5441 0.5899 0.6233 0.5980 0.6208 0.6219 0.5882
RMSE 0.7855 0.8112 0.6826 0.7243 0.7259 0.6511 0.7282 0.7053 0.6793

metrics. Such results suggest that these models do
better on predicting scores in that thematic area.

While BERT’s performance was not the
strongest, it did achieve commendable results in
the F1 measure across all themes, indicating a bal-
anced precision and recall in the classification task.
However, in comparison to GPT models, BERT
was surpassed in other key metrics, suggesting that
while BERT is proficient in identifying relevant
instances, GPT models may offer a more compre-
hensive understanding of the dataset, reflecting a
deeper contextual grasp that extends beyond mere
classification accuracy.

The analysis of prompt lengths in relation to
essay difficulty reveals that longer prompts, such
as Criticize prompt 3 and Science prompt 3, do
not necessarily correlate with increased challenge
levels. Contrastingly, Prompt 2 stands out, where
despite its shorter length, human graders scored
it as more difficult, indicating that the inherent
complexity of a prompt and the resultant essay
responses are not solely determined by length. This
insight suggests that prompt difficulty could be
influenced by the intricacy of the topic and the
cognitive demands it places on the essay writers.

The research sought to gain deeper insights into
the effectiveness of using a Regression Model (RM)
for classification tasks and results were recorded
in Table 5 for 3 GPT models (calm small, medium
and large). In the Japanese essay scoring task, it
was found that models employing the classification
model with soft labeling (WS) generally had supe-
rior performance in terms of QWK compared to
those using the classification model without soft
labeling (WOS) and the regression model . This
suggests that soft labeling models are better at ac-
counting for the ordinal nature of the grading task.
Although the regression models using Mean Square
Error loss achieved the highest F1 Scores, this did
not consistently extend to higher accuracy or QWK.
Such findings indicate that while RM is proficient

at minimizing the variance of the errors, it may not
always translate into the most accurate categoriza-
tion, especially when the task requires understand-
ing the ordered grading system.

When evaluating the differences in the pre-
training methods among the models in Table 2,
the GPT models trained on Japanese texts from the
beginning (i.e., open-calm, calm2-7b and jp-stable
models) outperform the model subjected to contin-
ual pre-training on multilingual Llama model (i.e.,
ELYZA) for Japanese texts. Since there is only
one model of continuous pre-trained model, how-
ever, this outcome presents intriguing prospects for
future insights into pre-trained models.

7 Conclusions

In this paper, we have expanded the AES field
by applying GPTs to Japanese essay grading—a
linguistic domain previously underexplored due
to limited resources. Our research demonstrates
that Japanese-specific pre-trained GPT models, par-
ticularly when fine-tuned with LoRA, can effec-
tively navigate the complex linguistic landscape of
Japanese and provide accurate essay assessments.
The research revealed that models pre-trained ex-
clusively on Japanese corpora outperformed their
counterparts fine-tuned from multilingual datasets,
highlighting the importance of tailored linguistic
training in automated essay scoring systems.

The calm2-7b model demonstrated exceptional
capability, consistently achieving high scores
across various evaluation metrics, including QWK
and RMSE especially in Easia theme. Its robust
performance across this topic underscores its suit-
ability as a precise and reliable tool for the auto-
mated grading of Japanese essays in this thematic
area.

This study not only contributes a significant find-
ing to the field of educational technology but also
opens avenues for the deployment of language-
specific automated grading tools.



8 Limitations

The study faced limitations in data availability,
model architecture, and computational resources,
particularly GPU memory constraints, which may
have impacted the training efficiency and model
performance.

9 Ethical Considerations

Ethical considerations were rigorously adhered to,
ensuring the protection of individual privacy. The
dataset did not contain any personal information,
guaranteeing the anonymity of all individuals in-
volved. The data employed is publicly available,
reinforcing the ethical integrity of our research.
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