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Abstract

The application of Natural Language Process-
ing is progressively extending into many do-
mains as time progresses. We are motivated
to evaluate language model’s (LMs) capabili-
ties in many real-world domains due to their
significant potential. This study examines the
use of LMs in sports, explicitly emphasizing
their ability to convert data into text and their
understanding of cricket. By examining cricket
scorecards, a widely played sport on the Indian
subcontinent and many other regions, we will
evaluate the summaries produced by LMs from
several viewpoints. We have collected con-
cise summaries of the scorecards from the ODI
World Cup 2023 and assessed them in terms of
both factual accuracy and sports-specific signif-
icance. We analyze the specific factors that are
included in the summaries and those that are
excluded. Additionally, it analyzes prevalent
mistakes concerning completeness, correctness,
and conciseness. We are presenting our find-
ings here and also our dataset and code are
available here1.

1 Introduction

Sports contribute over $500 billion annually to the
global economy and are crucial for promoting phys-
ical health and reducing chronic diseases (Fort and
Quirk, 1995; Warburton et al., 2006). They also
foster social cohesion by bringing communities to-
gether and teaching essential values like teamwork
and leadership (Coalter, 2007). Sports enhance per-
sonal development through skills such as discipline
and resilience, shaping individuals physically and
mentally (Holt et al., 2017). Sports play a vital role
in improving individual well-being and societal
harmony globally. Cricket’s popularity surpasses
many other sports due to its global reach, boasting
2.5 billion fans worldwide and massive viewership
during events like the ICC Cricket World Cup. Its

1https://github.com/satyawork/ODI-WORLDCUP.
git

rich history and cultural significance in nations like
India, Pakistan, Australia, and England contribute
to its enduring appeal. The sport’s diverse formats
cater to different audiences, from traditional Test
matches to fast-paced Twenty-20 games, accom-
modating varied preferences. Additionally, pres-
tigious leagues such as the IPL and BBL ensure
year-round excitement and attract top international
players. These factors collectively make cricket
a powerhouse in sports, sustaining its widespread
popularity and fan engagement globally.

Data-to-text generation involves transform-
ing structured, non-linguistic input like tables,
databases, tuples, or graphs into accurate textual
descriptions automatically (Reiter and Dale, 1997;
Covington, 2001; Gatt and Krahmer, 2018). This
process is crucial in various real-world scenarios,
such as creating weather forecasts based on meteo-
rological data (Goldberg et al., 1994), summarizing
biographical information (Lebret et al., 2016), or
generating sports summaries from game statistics
(Wiseman et al., 2017). The objective is to convey
pertinent details from the input data using natural
language, ensuring the generated text faithfully and
precisely reflects the original information. Thus,
achieving accuracy in representing the source data
becomes paramount.

Several methods have been developed to tackle
this challenge in Data-to-Text generation. These
approaches utilize different strategies such as in-
corporating the structure of input data (Wiseman
et al., 2017; Puduppully et al., 2019; Chen et al.,
2020b), employing neural templates (Wiseman
et al., 2018), and emphasizing the arrangement of
content (Puduppully et al., 2019). The rise of LMs
has brought about a profound shift in controllable
text generation and data interpretation. Recently,
there has been a shift towards utilizing large-scale
pre-trained models (Devlin et al., 2018), which
have shown notable improvements in fluency and
the ability to generalize compared to earlier ap-

https://github.com/satyawork/ODI-WORLDCUP.git
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proaches that did not use such models.
In today’s world, people regularly handle large

amounts of organized data to make decisions and
find information. It’s crucial now more than ever
to present this data in ways that are easy to un-
derstand and user-friendly (Zhang et al., 2023; Li,
2023). Conveniently presenting data has sparked
interest in techniques that convert intricate data
tables into clear, meaningful narratives that meet
the specific needs of users (Parikh et al., 2020b;
Chen et al., 2020a). These methods can be ap-
plied across various fields, such as game strategy
planning, financial analysis, and human resources
management. Yet, current fine-tuned table-to-text
models (Nan et al., 2022a; Liu et al., 2021) are
often designed for specific tasks, restricting their
flexibility for practical uses in different scenarios.

Recent studies show that LMs can achieve per-
formance comparable to state-of-the-art fine-tuned
models in tasks like answering table questions and
fact-checking. Yet, there is still much uncharted ter-
ritory regarding LMs’ ability to effectively generate
text from tabular data to meet users’ information
needs.

We have created a dataset named ICC CRICK-
WORLD CUP sourced from reputable sports an-
alytics repositories, encompassing 12 distinct cat-
egories concerning the ICC Cricket World Cup
2023. We tested several small-scale language mod-
els (SLMs) on this dataset to generate five types
of summaries. These models were adopted for the
resource constraint scenario. The resulting sum-
maries underwent evaluation using various metrics
supplemented by human assessment for enhanced
accuracy. Additionally, we have documented our
findings on the performance of these summaries,
highlighting instances of both success and areas
needing improvement. This initiative introduces a
cricket dataset structured with tables, challenging
LMs to derive meaningful insights from these data
points. Future advancements could leverage larger
parameter LMs to refine this approach, potentially
extending its application to diverse domains be-
yond cricket.

Previously, significant advancements have been
made in converting tabular data to text and summa-
rizing it. Two primary types of summaries can be
generated from tabular data:

• Query-Based Summary: These type of
method involves querying specific informa-
tion from the table, selecting particular cells,

and generating textual data based on the cho-
sen fields. This type of summary is tailored to
particular interests or queries within the data.

• Data-Based Summary: This approach pro-
vides the entire structured dataset to a lan-
guage model (LM), which then generates tex-
tual data based on the comprehensive dataset.
This method allows for a more holistic sum-
mary of the entire dataset, capturing broader
insights and trends.

Both methods have their distinct advantages and
applications, enhancing the ability to derive mean-
ingful narratives from structured data.

In our work, we collected data points from
reputable and reliable cricket sources to create a
Cricket Summarization Dataset. The dataset in-
cludes five types of summaries: an overall match
summary, a bowling perspective summary, a bat-
ting perspective summary, and summaries from
the viewpoints of Team 1 supporters and Team 2
supporters. These summaries were prepared by a
few cricket experts. Additionally, multiple LLM
models were used to generate summaries, which
were then evaluated using various metrics. We also
documented the mistakes made by the LLMs in
different scenarios.

2 Related Work

Natural Language Processing (NLP) for summa-
rization focuses on automatically condensing large
volumes of text into shorter, coherent summaries
while retaining key information. This involves
techniques like extractive and abstractive summa-
rization, where models either select important sen-
tences or generate new, concise summaries. NLP-
based summarization is widely used in areas like
news aggregation, research papers, and legal docu-
ments to provide quick and efficient insights.

Horasan and Bilen (2020) researched the summa-
rization of news articles about sports, demonstrat-
ing the impact of NLP in the sports domain. The
study highlighted the increasing use of machine
learning and deep learning techniques in sports
analysis. Mahajan et al. (2024) showcased the ap-
plication of machine learning for shot detection in
cricket, further illustrating the integration of ad-
vanced computational methods in sports. Addi-
tionally, other research efforts, such as those by
Hussain et al. (2024) have focused on analyzing
videos and audios of cricket matches to derive in-



Figure 1: Snapshot of the dataset with all 10 fields with 5 different summaries.

sights. Despite these advancements, there remains
a scarcity of NLP-focused work specifically target-
ing cricket, indicating a potential area for further
exploration and development.

On the other hand, multiple researchers have
extensively studied text summarization, as high-
lighted in a survey Hussain et al. (2024), which doc-
umented progress in this task and identified com-
mon pitfalls that LM;s encounter when summariz-
ing long texts. Base models like BERT (Lewis et al.,
2019), T5 (Raffel et al., 2023), RoBERTa (Liu et al.,
2019), and BART (Yu et al., 2021) have shown
promising results in summarization tasks . Further,
fine-tuned versions of these models have been ap-
plied to tabular data to generate various summaries.
For instance, Andrejczuk et al. (2022) explored
table-to-text generation with TabT5 model based
on T5 pre-trained model, while Liu et al. (2022)
and Zhao et al. (2023) focused on pre-training tech-
niques for table summarization and query-focused
summarization of tabular data. Large language
models also show this type of capability.

Tabular data presents additional complexities
compared to regular text summarization, and sev-
eral studies have addressed table-to-text summa-
rization. A systematic review by Osuji et al. (2024)
covers the datasets used for this task, such as ToTTo
(Parikh et al., 2020b) by (Parikh et al., 2020a; Nan
et al., 2022b) and others containing paired data
of tables and their respective summaries. These
datasets primarily consist of paired data, with some
additional information based on specific cases.
Similarly, we generated a dataset of summaries
along with a comparative analysis to explore this
domain further.

3 Dataset

We curated a comprehensive ICC Cricket World
Cup 2023 dataset from reputable sports analytics
repositories, encompassing detailed records of each
team’s batting and bowling performances and pow-
erplay logs. Additionally, the dataset includes sum-
marizations of match logs from various viewpoints:
a general match summary, summaries from the
perspectives of bowling and batting performances,
and summaries specific to the team batting first and
last. Figure 1 shows an overview of dataset fields.
These summaries were written by a writer with
good knowledge of the 2023 ODI World Cup. Also,
all summaries are cross-verified for any errors, and
it is confirmed that all noteworthy performances
are included in the summary. Each match entry
in the dataset is accompanied by essential details
such as match ID, date-time, the team batting first,
and the team batting last. The dataset comprises
48 matches, each with summaries and additional
pertinent information.

3.1 Summaries

Our analysis, informed by cricket experts and vari-
ous sports articles, identified five potential summa-
rization perspectives:

• Normal Summary: This summary condenses
the entire match, providing a neutral overview
of the match.

• Bowling Summary: This summary focuses
on the bowling performances of both teams,
highlighting noteworthy bowling spells and
statistics.



• Batting Summary: This summary empha-
sizes the batting performances of both teams,
summarizing crucial innings and statistics.

• Team 1 Supporter Summary: This summary
presents the perspective of that team supporter
who batted first, focusing on their team’s per-
formance and positive aspects of the game.

• Team 2 Supporter Summary: This summary
presents the perspective of that team supporter
who batted second, focusing on their team’s
performance and positive aspects of the game.

The types of summary presented above avoid
subjective evaluations of performance, as these de-
pend heavily on the context of the match. Factors
like pitch and ground conditions, which are not
included in the input data, significantly influence
performance. Therefore, determining whether a
performance is ’good’ or ’bad’ relies on analyzing
the scorecard data and understanding the person
generating the summary, whether a large language
model (LM) or a human.

To give input to LM, we provide a list of instruc-
tions in Table 1. These instructions are developed
by following best practice as suggested by Ama-
triain (2024) and are improved iteratively so that
some issues noticed during experiments can be han-
dled using a prompt, like if "...in 1 paragraph" is
not appended at the end of the prompt. LM gives
point or tabular data, which is not required in the
summary.

The match log follows this sequence: first, the
batting log of the team that batted first, followed
by the bowling log of the opposing team. Next,
it includes the fall of wickets for the first batting
team and the powerplays of the first batting team.
Then, the log continues with the batting log of the
team that batted last, followed by the bowling log
of the opposing team. Finally, it records the fall of
wickets for the last batting team and the powerplays
of the last batting team.

4 Experiment

4.1 Experimental Setup

Each LM was evaluated with a consistent temper-
ature value of 0.1 to encourage factual accuracy
in the generated summaries, and a maximum to-
ken length of 4096 to avoid imposing constraints
on the summary length. The dataset consisted of
JSON-formatted text containing scorecards for all

48 matches from the ODI World Cup 2023. Five
different types of summaries were generated for
each match, with specific instructions provided via
prompts. LangChain and Hugging Face pipelines
facilitated the text summarization process, with
LangChain management workflow execution and
coordination, and Hugging Face providing access
to the various language models. The experiments
were conducted on an NVIDIA RTX 5000 GPU
with 16 GB of memory and 9728 CUDA cores.

4.2 Models
We have conducted experiments using several large
language models, implementing resource-efficient
techniques like quantization. Due to resource con-
straints, we utilized a maximum of 13 billion mod-
els, all quantized. The models we have explored
for the experimentations are: LLaMA 2 (Touvron
et al., 2023) 7B chat model with 4-bit and 8-bit
quantization and a full-fledged model. LLaMA 3
8B instruct model (AI@Meta, 2024) is used with
4-bit and 8-bit quantization, and a Non-quantized
model is also used. Mistral 7B (Jiang et al., 2023)
instruction-tuned model with quantization is used.
Vicuna-7B (Zheng et al., 2023), Phi-3-Mini (Ab-
din et al., 2024).

4.3 Automated Evaluation
To evaluate the performance of our text generation
tasks, we leverage several established summariza-
tion metrics commonly used across various NLP ap-
plications, including paraphrasing, automatic sum-
marization, and machine translation. Those are
BLEU (Papineni et al., 2002), ROUGE-L (Lin,
2004), BERTScore (Zhang et al., 2019). By em-
ploying these complementary metrics, we compre-
hensively understand how well our text generation
models perform in terms of factual accuracy, con-
tent coverage (recall), fluency, and semantic simi-
larity to the reference text.

4.4 Human Evaluation
Automatic scoring methods mentioned above are
great for checking factual overlap in summaries,
but they can’t tell the whole picture. Human judg-
ment is essential for an excellent summary. Hu-
mans can see if the summary captures the key ideas
and meaning, works for a specific audience (con-
sidering their knowledge and goals based on the
cricketing context and summary author), and even
catch factual errors that automatic metrics might
miss.



Task Instruction
Summary As a sports journalist, give textual summary of above match

from data provided above in 1 paragraph
Bowling summary As a sports journalist, give summary of bowler’s performance

of both teams in 1 paragraph
Batting summary As a sports journalist, give a summary of batter’s performance

of both teams in 1 paragraph
Team1 supporter As team1 supporter, give summary of the above match data in

one paragraph
Team2 supporter As team2 supporter, give summary of the above match data in

one paragraph

Table 1: List of prompt that were given to generate five types of summaries, where Team1 refers to the team that
batted first, and Team2 refers to the team that batted second.

In this evaluation, we ask individuals with good
knowledge of the sport and who have closely ob-
served the matches of the 2023 ODI Cricket World
Cup held in India. They read the summaries gener-
ated by LMs, noting any inconsistencies observed.
Inconsistencies could be of any type, but we pri-
marily focus on the summary’s completeness, cor-
rectness, and conciseness. These three aspects are
addressed as follows:

• Completeness: The summary should capture
all important performances from the scorecard.
All notable performances should be present,
covering players from both teams, including
bowlers and batters.

• Correctness: The summary should have min-
imal false information. We also try to under-
stand why false information arises—whether
due to wrongly related information within the
provided context or because the LM generated
irrelevant information.

• Conciseness: The summary shouldn’t include
information not important enough to be in a
cricket summary. For instance, if a player’s
performance didn’t significantly impact the
match, it shouldn’t be mentioned in the sum-
mary.

5 Results

Our curated dataset of cricket World Cup match
summaries served as the gold standard because of
multiple verifications and validation for evaluat-
ing summaries generated by different LMs. These
LM summaries were assessed using the previously-
mentioned automated evaluation metrics, and the
tabular result is present in Table 2.

The results indicate a correlation between high
metric scores and similarity to the human-crafted
summaries. LMs such as Llama2, Llama3, and
Mistral achieved promising results in terms of sim-
ilarity based on these metrics. Phi3 mini and Small
performed averagely, while Vicuna exhibited the
lowest similarity scores.

We conducted a human evaluation with a cricket
expert to validate these findings further. We eval-
uate 1440 summaries generated by LM’s. This
evaluation aimed to assess the actual correctness
and completeness of the summaries beyond the
limitations of automatic metrics. The results of
this human evaluation and the identified causes of
errors in some summaries are discussed in detail
below.

The following are some common pitfalls and
errors where the model struggles and its outputs
are compromised:

• In many instances model incorrectly states a
team’s victory margin as "won by 1 run" in-
stead of using the correct phrasing based on
the scenario. In cricket, the margin of victory
depends on whether the team batted first or
second, such as "won by 8 runs" or "won by 5
wickets." it is observed that LMs often strug-
gle with choosing the appropriate phrasing,
especially when the chasing team wins, fre-
quently outputting "win by 1 runs" instead of
the correct "win by 5 wickets."

• When a bowler from the winning team per-
forms extraordinarily, the model mistakenly
attributes that performance to a bowler from
the opposing team, particularly when no no-
table performances are observed from the los-



Model Rouge-l Bleu BERT
P R F1 P R F1

Llama-2-7b-chat-hf 0.2438 0.2031 0.2183 0.4692 0.6502 0.6646 0.6569
Llama-3-7b-chat-hf 0.2406 0.2162 0.2256 0.4864 0.6534 0.6738 0.6631
Mistral-7B-Instruct-v0.1 0.1882 0.1285 0.1492 0.3618 0.5890 0.6187 0.6031
Mistral-7B-Instruct-v0.2 0.2671 0.1991 0.2239 0.4475 0.6383 0.6697 0.6530
Phi-3-mini-128k-instruct 0.2580 0.0792 0.1054 0.1989 0.5273 0.5182 0.5223
Phi-3-small-128k-instruct 0.2580 0.0792 0.1054 0.1989 0.5273 0.5182 0.5223
vicuna-7b-v1.5 0.0771 0.1268 0.0792 0.1268 0.4335 0.3777 0.3996

Table 2: Performance metrics of various language models (LMs) evaluated on the ICC CRICK-WORLD CUP
dataset. The table has four columns, 1st one is the name of the column and rest three are primary evaluation metrics:
1) Rouge-l, with three sub-columns Precision (P), Recall (R), and F1-score (F1); 2) Bleu Score; and 3) BERT
Score,with three sub columns Precision, Recall, and F1-score presented as P, R and F1. The results highlight the
comparative performance of model’s accurate and contextually relevant cricket match summaries.

ing team’s bowlers.

• A common and frequent error observed by
an article reader is that the model confuses
the terms "each" and "both" in its output.
This leads to incorrect summaries where two
bowlers listed consecutively in the scorecard
are inaccurately stated to have taken the same
number of wickets. This issue is mostly ob-
served in the bowlers’ specific summaries and
never in the batting summaries.

• The LM often confuses cricket terminology.
For example, a top-order batsman is incor-
rectly identified as the top-scorer batsman, a
three-wicket haul is mistaken for a hat-trick,
and if a fielder catches a ball, the summary in-
correctly states that the fielder took the wicket.

• In the summary from the perspective of a
team’s supporter, even if the match is one-
sided and the team is clearly losing, the model
inaccurately uses adjectives such as "thrilling"
and "exciting" to describe the match. This mis-
representation occurs despite the obvious lack
of competitiveness, leading to an unrealistic
portrayal of the match’s nature.

• From the perspective of a team’s supporter,
if the supporting team sets an easy score to
chase, the model erroneously claims that the
team has given a tough score to chase.

• From the perspective of a team’s supporter,
the model often erroneously claims that an
easy score set by the team is a tough score
to chase. This phenomenon also extends to
individual performances, where any bowler’s

performance is misrepresented as an econom-
ical spell, or phrases like "gave a good fight"
are inaccurately attributed to the whole team
or individual players, despite their actual per-
formance.

Table 3 shows examples of the above observations.
Complete documentation of the above work can be
seen in our repository, where we annotate all the
summaries generated by LM.

6 Limitation

Although the summary generated could be flawed,
cricket summarizing could have multiple limita-
tions. This limitation starts from the input data
set.

Several conditions significantly impact a cricket
match, such as pitch conditions, weather, and pres-
sure situations, yet the scorecard doesn’t reflect
these. The pitch can influence the match outcome
substantially, but details about its condition are
absent. Similarly, weather conditions like rain or
humidity, which can alter the course of a game, are
not included. The pressure of the match situation,
whether a tense chase or a dominant performance,
isn’t conveyed through numbers alone.

Player contributions in a cricket match extend
beyond just batting or bowling performances. Out-
standing fielding efforts, ’like saving crucial runs’
or ’taking spectacular catches,’ can significantly
impact the game’s outcome. Additionally, tacti-
cal decisions by the captain and support from the
coaching staff, such as field placements, DRS (De-
cision Review System) calls, or strategic bowling
changes, are crucial but not documented in the
scorecard. The scorecard also fails to capture team



Match Generated Summary Errors Explanation
Ind vs Aus,
Final
Nov 19,
02:00 PM

...What a thrilling match! India’s
Rohit Sharma top-scored with 47
runs, but it was Rahul’s 66 runs
that kept us in the game ...

Rohit Sharma was not top-scorer, KL Rahul was the
top scorer with 66 runs.
Reason: Rohit sharma was a top-order player, so
possibly LM got confused with top-order and top-
scored

Ind vs NZ,
1st Semi-
Final
Nov 15,
02:00 PM

... Kane Williamson gave them
a glimmer of hope, but Shami’s
triple-wicket haul and Bumrah’s
wicket-taking spell ensured In-
dia’s dominance. ..

Shami took 7 wickets, not a triple-wicket haul, and
not only Bumrah but also Siraj and Kuldeep took 1
wicket and Kuldeep’s economy is also low.
Reason: The use of the triple wicket hall is unclear,
Bumrah’s name is mentioned above in the list be this
could be the reason his performance is mentioned in
the summary.

Ind vs RSA,
37th Match
Nov 05,
02:00 PM

...Jadeja picked up five wick-
ets, including the crucial ones of
Temba Bavuma, Rassie van der
Dussen, and Kagiso Rabada, to
finish with impressive figures ...

Jadeja didn’t pick the wicket of Rassie van der
Dussen.
Reason: The majority of wickets are taken by Jadeja,
so the summary favors Jadeja. also, adjacent wickets
were taken by Jadeja in the batting order.

Ind vs SL,
33rd Match
Nov 05,
02:00 PM

a Shubman Gill and Kohli shared
a 193-run partnership, while
Shreyas Iyer’s 82 and Ravindra
Jadeja’s 35 helped India post a
massive total of 357/8. ...

Shubman Gill and Kohli didn’t have a partnership of
193 runs, they had 189 run partnerships.
Reason: Shubman Gill’s wicket fell when India’s
score was 193, maybe they correlated it with this
data.

Ind vs Eng,
29th Match
Oct 29, 2:00
PM

...22 runs in his seven overs.
Kuldeep Yadav and Ravindra
Jadeja also chipped in with two
wickets each, while Mohammed
Siraj bowled economically, con-
ceding just 33 runs in his six
overs ...

Ravindra Jadeja didn’t take 2 wicket in this match
and comparatively Kuldeep(eco. 3) and Jadeja(eco.
2.3) were more economical.
Reason: Whenever two bowlers who are adjacent to
each other in order were sometimes clubbed together,
the words "each" or "both" were used, often leading
to incorrect answers.

Ind vs Aus,
5th Match
Oct 08,
02:00 PM

... Hazlewood’s 1 not out was
a rare bright spot. Our bowlers,
particularly Bumrah and Jadeja,
did their best to restrict India, but
Kohli’s 85 and KL Rahul’s 97
proved too much for us....

A lot of error , Hazlewood performance in not note-
worthy. Bumrah and Jadeja are from team India but
are mentioned as performers of New Zealand.
Reason: Hazlewood was the last batter from Aus-
tralia maybe this is the reason for putting him in the
summary. Bumra was the best performer from the
bowling side, maybe this is the reason for this error.

Ind vs Ban,
17th Match
Oct 19,
02:00 PM

...but ultimately couldn’t prevent
India from winning the match by
5 runs. It was a dominant perfor-
mance by India, and they will ...

Information is correct throughout but representation
is wrong. Gernally’s team wins while chasing, his
winning is told by a number of wickets. But here
India’s winning is told by the number of winnings.

Ind vs Ban,
17th Match
Oct 19,
02:00 PM

...scoring 51 off 43 balls and
Das contributing 66 off 82 balls.
Mehidy Hasan Miraz and Towhid
Hridoy also chipped in with use-
ful runs, while Mushfiqur Rahim
...

Mehindy Hasan Miraz didn’t contribute noteworthy
runs(3)
Reason: Mehindy Hasan Miraz gives the best bowl-
ing from Bangladesh, so his bowling performance
dominated in summary so his batting performance
got mentioned in summary.

Table 3: This table summarizes common errors observed when requesting text summaries from a large language
model. The first column identifies the match (i.e., match in ODI Worldcup 2023 men). The second column presents
a snippet from the summary with the error highlighted in red. Finally, the last column provides the correct statement
and proposes possible reasons for the error.



morale or the influence of specific players on team
dynamics, which can be pivotal in determining the
match’s result.

Generating a summary using LM can misinter-
pret cricketing terms and vocabulary. In our experi-
ments, cricket has a unique set of terms and jargon
that the model may not accurately understand. For
instance, terms like "top-order," "five-wicket hall,"
or "runout" have specific meanings in cricket, and a
model might misinterpret these if they lack proper
context. Additionally, subtle nuances and the sig-
nificance of particular statistics or events in a match
might not be fully captured, leading to summaries
that miss critical details or convey incorrect infor-
mation about the game’s flow and key moments.
Also, bias toward the batting team is noted at many
points.

We can increase the number of trials within those
chosen values to ensure generalizability. This al-
lows for robust comparisons and reduces the risk of
overfitting the model to specific conditions. Simi-
larly, when working with text summarization tasks,
we can leverage various prompting techniques to
address common issues like the ones described in
the above section. However, a key challenge lies in
data coverage. The 2023 ODI World Cup scorecard
did not encompass every cricketing situation an LM
might encounter. This includes scenarios like the
Duckworth-Lewis method (DLS) for rain-affected
matches, super overs for tied scores, the "impact
player" rule used in the IPL, and even the diverse
formats themselves (Test matches, T20, the ultra-
fast T10 format). Each scenario involves distinct
cricket rules and regulations, and comprehensive
data encompassing all these variations is crucial
for training an LM to generate accurate summaries
across the cricketing spectrum.

7 Conclusion and Future Scope

In this paper, we present an exploratory experi-
ment designed to test the capability of language
models to convert cricket scorecards into sum-
maries. Our study underscores the potential errors
in the generated summaries, focusing on issues
related to completeness, correctness, and concise-
ness. We include qualitative examples of typical
errors and explore potential reasons for their oc-
currence. After extensive analysis, we conclude
that LM summaries can contain errors, necessitat-
ing cross-verification. Specifically, similar types of
data can confuse models, and selecting appropriate

adjectives can be challenging. Further observations
are detailed in the observations section. Testing this
hypothesis motivates future studies in table-to-text
summarization within the sports domain.

This work opens several promising areas for fu-
ture research in domain-specific table summariza-
tion. Analyzing the performance of high-parameter
LMs on such tasks could lead to improvements in
robustness and accuracy. As datasets grow and in-
corporate summaries with varying word counts and
output lengths, more nuanced human evaluation
metrics may be developed, offering deeper insights
from human assessments. With the increasing size
and capabilities of models, the ongoing advance-
ment of LMs provides a valuable opportunity to
enhance text summarization, translation, and con-
tent generation tasks. Fine-tuning LMs on domain-
specific datasets, including sports, could unlock
the potential for high-performing models that are
less prone to errors than generic ones due to their
deeper understanding of the specific domain.
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