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Abstract

Quality Estimation task deals with the
estimation of quality of translations pro-
duced by a Machine Translation system
without depending on Reference Transla-
tions. A number of approaches have been
suggested over the years. In this paper
we show that the parallel corpus used as
training data for training an MT system
holds direct clues for estimating the quality
of translations produced by that MT sys-
tem. Our experiments show that this sim-
ple, direct and computationally efficient
method holds promise for quality estima-
tion of translations produced by any purely
data driven machine translation system.

1 Introduction

The performance of Machine Translation
(MT) systems is measured either using
Manual Evaluation, using metrics such as
Adequacy and Comprehensibility, or using
automatic methods, using metrics such as
BLEU and TER, by comparing with Ref-
erence Translations. Maurya et al. (2020)
Quality Estimation (QE), on the other
hand, deals with automatic estimation of
quality of translations produced by an MT
system without using Reference Transla-
tions. Machine translation generally works
sentence by sentence and the primary goal
of the Quality Estimation task is also to
measure the quality of translations at sen-
tence level.
QE of MT outputs has several benefits.

Good translations can be selected, post-
edited as required and added to the train-
ing data. Poor quality instances can be re-
moved from training data to reduce noise.
QE helps in more accurate estimation of

post-editing time and effort and in taking
associated decisions in commercial transla-
tion.

Parallel Corpus Data required for build-
ing MT systems is generated today mostly
using automatic methods such as web
crawling and back translation, and the data
so generated is usually quite noisy. Modern
Deep Neural Architectures are data hungry.
Quantity and quality of data are thus both
very important. Neural MT (NMT) perfor-
mance, for example, has been shown to be
highly dependent on the size of the training
data (Koehn and knowles, 2017) as well as
the quality (Khayrallah and Koehn, 2018;
Batheja and Bhattacharyya, 2022).

A large number of techniques have been
proposed for quality estimation. The an-
nual Workshop on Machine Translation
(WMT) has been including a shared task
on quality estimation for many years now.
A typical approach is to use manually
scored translations as training data for
training a Machine Learning system to per-
form the QE task.

More recently, Sentence Embeddings
generated using deep learning neural net-
work architectures such as Transformer,
have been used to estimate the quality of
translations. The core idea is to compare
the sentence embeddings of the source lan-
guage sentence with that of the target lan-
guage sentence. Higher the similarity of
sentence embeddings, higher is the seman-
tic similarity of the sentences. Language
agnostic BERT Sentence Embedding model
(LaBSE) (Feng et al., 2022) is an example
of this approach.



In this paper, we propose a much simpler
and more direct approach called the Direct
Evidence approach. We show that while
being computationally much less expensive,
our method correlates well with other more
sophisticated methods such as LaBSE.

While the research in MTQE is rich in
terms of ideas, techniques, tools and re-
sources, it appears that none of them are
directly looking at the parallel corpus that
is used for building MT systems, for clues
about quality of translations. Here we
propose what we call Direct Evidence ap-
proach, which is based directly and solely
on the training data that is used to build
MT systems. No other training data or re-
source is required. This approach is also
conceptually simple and computationally
very efficient.

2 Related Work

Till recently, the mainstream approach to
QE was to use a set of manually scored
translations to train a machine learning
system. Most of the works reported in the
WMT shared tasks on QE used this ap-
proach. Several sub-tasks and related tasks
were also taken up in the WMT workshops.
Word level QE deals with marking of words
as OK or BAD. In fact, sentence level
scores were often computed or estimated
using these word level scores. Scoring en-
tire documents was another task. Iden-
tifying Source Language (SL) words that
cause quality issues was also looked at. Ex-
plainable QE task and Critical Error De-
tection task were included in the WMT-
2022 conference. Both Direct Assessment
on post-edit data (called MLQE-PE) and
Multidimensional Quality Metrics (MQM)
were included. In the prevalent evalua-
tion practices, QE systems were assessed
mainly in terms of their correlation with
human judgements. Zerva et al. (2022) de-
scribe the findings of the 11th edition of
the QE shared task held as part of WMT-
2022. Participants from 11 different teams
submitted altogether 991 systems to dif-

ferent task variants and language pairs in
WMT-2022. Zaretskaya et al. (2020) ask
whether the current QE systems are use-
ful for MT model selection. Gladkoff et al.
(2022) focus on the amount of data that
is required to reliably estimate the quality
of MT outputs. They use Bernoulli Sta-
tistical Distribution Modeling and Monte
Carlo Sampling Analysis towards this end.
Don-Yehiya et al. (2022) focus on qual-
ity estimation of machine translation out-
puts in advance. They present a new task
named PreQuEL, the task of predicting the
quality of the output of MT systems based
on the source sentence only. Blain et al.
(2023) summarize the findings of the 2023
edition of the WMT conference. Khayral-
lah and Koehn (2018) explore how vari-
ous types of noise in the training data im-
pact the quality of neural machine transla-
tion systems. They find that neural models
are generally affected more by noise than
statistical models. NMT performance de-
graded by 9.9 BLEU points when noise
was added while Statistical Machine Trans-
lation (SMT) actually gained 1.2 BLEU
points. Effect of various types of noise
such as misaligned sentences, misordered
words, wrong language, untranslated or
very short segments and raw crawl data
have been explored. Feng et al. (2022)
introduce Language agnostic BERT Sen-
tence Embedding (LaBSE), and compare
with LASER (Language Agnostic Sentence
Embedding Representations) Artetxe and
Schwenk (2019) and m-USE (Multilingual
Unsupervised and Supervised Embeddings)
Yang et al. (2019) approaches. LaBSE out-
performed LASER and m-USE in many
scenarios. LaBSE is a multilingual sen-
tence embedding model for more than 109
languages based on dual encoder trans-
former architecture of BERT Devlin et al.
(2018); Vaswani et al. (2017). All the above
three models are computationally highly
expensive. For example, LaBSE uses the
BERT Base encoder architecture with 12
transformer blocks, 12 attention heads, 768



per-attention hidden units. Sentence em-
beddings are extracted as L2 Normalized
[CLS] token representation from the last
transformer block. Models are trained on
Cloud TPU V3 with 32-cores using a global
batch size of 4096, with a maximum se-
quence length of 128, using AdamW opti-
mizer with initial learning rate e−3 and lin-
ear weight decay. The default margin value
for additive margin softmax is set to 0.3.
Batheja and Bhattacharya (2023) intro-
duce a few-shot transfer learning based ap-
proach to QE and show that using this ap-
proach for corpus filtering gives higher im-
provements in MT performance compared
to LaBSE based corpus filtering. Bane
et al. (2022) explore various data filtering
methods and evaluate them on the down-
stream task of NMT. They conclude that
cross entropy based filtering outperforms
other approaches. Taghipour et al. (2011)
view corpus refinement as an Outlier De-
tection task. In order to detect and re-
move the mistranslations in a parallel cor-
pus, they map each sentence pair into an
N-dimensional feature space and then esti-
mate the density for each one of them. The
least dense points are treated as outliers
and are removed from the corpus. Gala
et al. (2023) present IndicTrans2, claiming
to provide high quality and accessible MT
models for all the 22 scheduled Indian lan-
guages. They release BPCC, a parallel cor-
pus including a total of 230 M bitext pairs,
of which about 126 M were newly added
in this release, including 644 K manually
translated sentence pairs. They also re-
leased the first n-way parallel benchmark
covering all 22 Indian languages. Das et al.
(2024) aim to remove the incorrect transla-
tions from the dataset to make the trans-
lation quality better. Sentences with poor
translation quality (BLEU score lesser than
a threshold) are treated as noise and dis-
carded from the dataset. Xu et al. (2019)
propose a novel approach to filter this noise
from synthetic data. For each sentence
pair of the synthetic data, they compute

a semantic similarity score using bilingual
word embeddings. Xu and Koehn (2017)
propose a fast and scalable data cleaning
system for noisy web-crawled parallel cor-
pora. They propose a novel type of bag-
of-words translation features, and train lo-
gistic regression models to classify good
data and synthetic noisy data in the fea-
ture space. Aulamo et al. (2020) introduce
OpusFilter, a flexible and modular tool-
box for filtering parallel corpora. In con-
trast to tools such as bicleaner Sánchez-
Cartagena et al. (2018) and Zipporah Xu
and Koehn (2017) that implement a sin-
gle method for parallel corpus filtering,
OpusFilter is designed as a toolbox that
is useful for testing and using many differ-
ent approaches. Cui et al. (2013) propose
a graph based random walk approach to
clean bilingual data for SMT. A PageRank-
style random walk algorithm Brin and Page
(1998); Mihalcea and Tarau (2004); Wan
et al. (2007) is used to iteratively com-
pute the importance score of each sen-
tence pair that indicates its quality: the
higher the better. Unlike other data filter-
ing methods, their proposed method uti-
lizes the importance scores of sentence pairs
as fractional counts to calculate the phrase
translation probabilities based on Maxi-
mum Likelihood Estimation. Sloto et al.
(2023) present the findings of the WMT
2023 shared task on Parallel Data Cura-
tion. They pose the open-ended shared
task of finding the best subset of possible
training data from a collection of Estonian-
Lithuanian web data. Junczys-Dowmunt
(2018) introduce dual conditional cross-
entropy filtering for noisy parallel data. For
each sentence pair of the noisy parallel cor-
pus they compute cross-entropy scores ac-
cording to two inverse translation models
trained on clean data. They penalize diver-
gent cross-entropies and weigh the penalty
by the cross-entropy average of both mod-
els. Sorting or thresholding according to
these scores results in better subsets of
parallel data. Wu et al. (2024) explore



how prompt strategies affect downstream
translation performance. Then, they con-
duct extensive experiments with two fine-
tuning methods, three LLM backbones and
18 translation tasks across nine language
pairs. Their findings indicate that in some
cases, these specialized models even surpass
GPT-4 in translation performance, while
they still significantly suffer often from off-
target translation issue, even if they are
exclusively fine-tuned on bilingual parallel
documents.

3 Direct Evidence Approach

Translation is a meaning preserving trans-
formation of texts from a Source Language
(SL) to a Target Language (TL). This is
generally done sentence by sentence, or
more generally, segment by segment. In or-
der to preserve the meaning of the SL sen-
tence, words and phrases in SL sentences
need to be mapped to equivalent words
and phrases in the TL. Other aspects of
syntax and semantics such as agreement,
word order, semantic compatibility will also
need to be addressed. Modern purely
data driven approaches such as Statistical
Machine Translation and Neural Machine
Translation are based on the view that all
linguistic regularities and idiosyncrasies are
indirectly present in the parallel corpus and
parallel corpus alone is sufficient, no other
data or linguistic resource is needed. A Ma-
chine Translation system can be obtained
by training on a training data set consist-
ing of a parallel corpus alone.

We believe that the training data also
has clues useful for estimating the quality
of translations produced by the MT system.
In particular, here we focus on lexical trans-
fer. We show that the Word Co-occurrence
Matrix (WCM) holds direct clues for esti-
mating the quality of lexical transfer and
hence quality of translation as a whole.

Statistical basis for performing lex-
ical transfer comes mainly from word
co-occurrence statistics. Let SL-TL be
a parallel corpus consisting of n Source

Language segments S1, S2, S3, ..., Sn,
paired with their translational equivalents
T1, T2, T3, ..., Tn in the Target Language.
We say SL word i co-occurs with TL word
j if the TL word j occurs anywhere in the
translational equivalent of a SL sentence
in which the word i occurs. Let Vs be the
Vocabulary of the Source Language (total
number of distinct word forms occurring
in any of the SL segments) and Vt be the
Vocabulary of the Target Language. Then
Word Co-Occurrence Matrix WCM is a
Vs x Vt matrix of non-negative integers
where WCMi,j indicates the total number
of times the Source Language word i had
co-occurred with the Target Language
word j in the entire training data set.
Clearly, WCM will be a very large and
very sparse matrix.

A large WCMi,j value indicates a strong
correlation between the SL word i and TL
word j in the training corpus. If an SL
word i co-occurs with a TL word j large
number of times, if i does not occur with
too many other TL words with high fre-
quency, if the WCM counts for other possi-
ble mappings in TL are significantly lower,
all these indicate that the lexical transfer
of i to j during translation can be done
with high confidence. When the evidence
in the form of co-occurrence counts coming
from the training data is weak, the MT sys-
tem may still go ahead and substitute the
word j for word i based on the combined ev-
idence coming from other parts of the sen-
tence, language model, etc. This may be an
optimal decision taken by the MT system
with regard to some specified loss function.
Optimal choice in some probabilistic sense
may not be the correct choice, it may just
be the best of several possible choices, none
of which may be correct. MT systems gen-
erally go ahead and produce translations,
whether they are sure or not-so-sure or not-
at-all-sure.

Here we hypothesize that the fraction of
words in a SL sentence that have strong co-
occurrence relations with any of the words



in the TL sentence produced by the MT sys-
tem, is a direct indicator of quality of trans-
lation. We call this Direct Evidence Ap-
proach.

4 Methodology

First we compute the Word Co-occurrence
Matrix WCM from the MT training data.
Then for each SL-TL sentence pair in the
test set, we check the number of SL words
(excluding stop words) for which there is
’strong evidence’ in the training data. A
source language word W is said to have
’strong evidence’ if it co-occurs at least T
times with any of the target language words
in the sentence pair, where T is a spec-
ified Threshold. We call the percentage
of SL words with ’strong evidence’ as the
DE Score for the sentence pair. DE Scores
range from 0 to 100. DE Score is taken as
a measure of quality of translation.

5 Experiments and Results

Experiment 1

In our first experiment we use an
English-Kannada parallel corpus consist-
ing of 4,014,931 segments (that is approxi-
mately 4 Million segments) (Ramesh et al.,
2021) There are about 36M tokens in En-
glish and 27M tokens in Kannada. The Vo-
cabulary size for English is 281,881. Only
42,222 (less than 15%) occur at least 20
times. 78.5% of words occur less than
10 times, 69% of words occur less than 5
times, 44.47% of words occur only once.
This highly skewed distribution of words
in all human languages is very well under-
stood and expressed through laws such as
Zipf’s law (Zipf, 1949) and Mandelbrot’s
law (Mandelbrot, 1965). The Vocabulary
of the Kannada part is 1,253,589. This
number is larger due to the much more
complex morphology we see in Dravidian
Languages such as Kannada. Only 82,227
(6.5%) occur at least 20 times. 89.2% of
words occur less than 10 times, 81.8% of
words occur less than 5 times, 57.8% of

words occur only once. The general picture
will be similar for any pair of languages in
the world.

If a SL word i occurs only once and the
translation of the sentence in which it oc-
curs has n words, then i can be mapped
to any one of these n TL words with equal
probability. While an MT system may use
other clues such as mappings of other words
in the SL sentence and language model
probabilities, it will still be decision that
is not based on very strong evidence. Low
frequency words show poor co-occurrence
relations and hence less statistical evidence
for lexical transfer. Low frequency words
are large in number in any language and
this is a big issue for any purely data driven
model. Larger data is better but whatever
may be the size of the data, the problem
remains pertinent.

Very high frequency words can also pose
challenges. They usually include determin-
ers, prepositions and other function words.
Words such as ’the’, ’of’, ’by’ occur with
very high frequency in English, none of
them map directly to any word in Kan-
nada. WCM will show large number of pos-
sible mappings, all (or almost all) of them
will be wrong. This is again a hopeless
situation. Phrase based approaches and
sub-word models attempt to address these
problems and are successful to some extent.

Keeping these ideas in mind, we build
WCM for words that co-occur at least 20
times in the training set, we exclude words
which occur more than 10,000 times in the
corpus. Under these assumptions, WCM
matrix can be built very fast (it took less
than 4 minutes on a 40 core Intel Xeon Sil-
ver 4114 CPU at 800 MHz server) and the
size of uncompressed the WCM file is only
44 MB. There are 1,474,792 entries in the
WCMmatrix, there are only 38,502 English
words in this matrix.

We divide the corpus into training, devel-
opment and test sets with 4,004,894, 5000
and 5037 segments respectively and train
an SMT system using MOSES (Koehn



DE Score No. of Segments BLEU Score
< 20 847 6.33
< 30 2082 6.78
< 40 3036 7.06
< 50 3588 7.46
≥ 50 1449 9.16
≥ 60 669 10.49
≥ 70 327 11.34
≥ 80 237 10.80

Table 1: DE Scores vs. BLEU Scores for English-
Kannada

et al., 2007). WCM is computed for the
training set.

We run the trained SMT system on test
data. We compute the DE Scores as de-
scribed above for each segment, taking the
Threshold T as 20. We pick out SL-TL
pairs from the test data as also from the
generated MT outputs based on selected
ranges of DE Scores. Taking the TL part
in the test data as Reference, we compute
BLEU scores: See Table 1.

We can clearly see a positive correlation
between the DE Scores we obtained and
the BLEU scores, up to a threshold of 70.
Manual observations also clearly showed
the gradation in quality of translations
correlating with the DE Scores we com-
pute. Sentences which got high DE Scores
were generally of much better translation
quality compared to sentences which got a
poor DE Score.

Experiment 2

Next we compute sentence level BLEU
scores and look for correlation between
these BLEU scores and the DE Scores.
Over 5037 segments of test data, we
get a Pearson Correlation Coefficient of
0.209405. The p-value is < 0.00001 Hence
the result is significant at the typical p <
0.05.

Experiment 3

Training corpora used for building MT
systems are often not available for us to
experiment with. Here we take up one
case where we could locate the training
data as also the MT outputs and Refer-
ence Translations. This relates to English-
Hindi SMT system developed by Piyush
Dungarwal et al from IIT Bombay (Dun-
garwal et al., 2014) in the Ninth Workshop
on SMT, WMT-2014. Training data con-
sists of 273,885 segment pairs, including
3,378,341 tokens in English and 3,659,840
tokens in Hindi. There are 129,909 unique
word forms in English, of which only 19,100
occur 10 times or more. Total number of
unique word forms in Hindi is 137,089, of
which only 18,587 occur 10 times or more.
In English, 30 words occur with frequency
more than 10,000 and are taken as fre-
quent words in our experiments. In Hindi,
there are 33 very high frequency words.
These high frequency words are excluded
from WCM computations. This makes the
WCM matrix smaller and saves time too.
The WCM matrix could be computed in a
minute or so on an ordinary Desktop com-
puter. The WCM has 642,341 entries in-
cluding 242,477 pairs that co-occur ≥ 20
times.

There are 2507 segments in each of the
test set source, MT system output, and
Reference Translations. We compute the
DE Scores based purely on the WCM ma-
trix which is based only on the training cor-
pus. We extract subsets of the MT out-
puts and corresponding reference transla-
tions based on the DE Score ranges. The
BLEU scores are as shown in Table 2.

Here again we see a clear gradation
in BLEU scores correlating with the DE
Scores. Higher the DE Score, higher the
BLEU.

The results of these preliminary exper-
iments support our claim that the clues
needed for MT QE are present in the
training data itself, nothing else may be
necessary. We do not even need an MT



DE Score No. of Segments BLEU Score
< 50 133 6.00
≥ 50 2374 10.36
≥ 60 2154 10.61
≥ 70 1733 10.93
≥ 80 1120 11.69
≥ 90 463 12.47

Table 2: DE Scores and BLEU Scores for English-
Hindi

system to predict the quality of transla-
tions it will produce, just the training data
is sufficient.

Experiment 4

We then calculated the DE-Scores for the
4 Million segment Training Data used for
building our English-Kannada SMT system
as described in Experiment 1. Figure 1
shows the histogram plot of DE-Scores ob-
tained. It can be observed that a significant
part of the training data got DE-Scores less
than 50, many cases even less than 10. This
can be useful in locating and reducing noise
in the training data.

Figure 1: DE-Scores for English-Kannada Training
Data Set

Experiment 5

In our final experiment, we compare
DE-Scores with LaBSE scores on a large
back translated English-Hindi corpus (Gala
et al., 2023). This corpus has about 37 Mil-
lion sentence pairs. We compute the DE-

LaBSE DE DE DE DE
score ≥ = 100 ≥ 90 ≥ 80 ≥ 70
0.80 85.35% 90.77% 96.33% 97.77%
0.85 85.51% 91.46% 96.74% 98.05%
0.90 85.14% 92.20% 96.95% 98.12%
0.95 85.62% 90.88% 94.51% 95.83%

Table 3: DE-Score ranges for high LaBSE scores

DE LaBSE LaBSE
Score ≥ ≥ 0.80 ≥ 0.85
70 91.42% 71.04%
80 91.53% 71.22%
90 91.65% 71.56%
100 91.37% 70.94%

Table 4: LaBSE scores for high DE-Scores

Scores from a Word Co-Occurrence Matrix
built over the entire corpus, taking out only
a small number of stop words (273 words
for English and 338 Words for Hindi). The
WCM file has about 14M entries. DE-
Scores are rational numbers (ratio of inte-
gers) and thus discrete. The range is 0 to
100. LaBSE scores, on the other hand, are
floating point numbers in the range -1 to
+1. So we avoid directly computing Corre-
lation Coefficients.
First we check what percentage of sen-

tences get a DE-Score of 70 or more, when
the LaBSE score is, say, above 0.8. We find
that 97.77% of the sentences which had a
LaBSE score of 0.8 also have a DE-Score
of over 70. The table below shows results
for other high end LaBSE scores and corre-
sponding DE-Scores. It can be seen that
whenever the LaBSE score if high, DE-
Score also tends to be high.

Reversing the question, we also check
the LaBSE scores when DE-Scores are
high. The following table again shows
that whenever DE-Scores are high, LaBSE
scores also tend to be high.

Computing DE-Scores is computation-
ally much less expensive compared to



LaBSE and other scores based on deep
learning based sentence embeddings. We
can use DE-Scores at least to select better
quality translations.

We also observe that only 258 sentences
in the corpus have a negative LaBSE score.
93.7% of these cases, DE-Score is also zero.

6 Conclusions

In this paper we hypothesize that the
Parallel Corpus used for Training an MT
system holds clues about the quality of
translations the MT system can produce.
We propose a simple and direct approach
to quality estimation based solely on the
training data. A word co-occurrence ma-
trix is constructed from the training cor-
pus and used to estimate the sentence by
sentence quality of translations. Each sen-
tence gets a score called DE Score, which
is indicative of the quality of translation.
Manual observations show that good qual-
ity translations generally tend to get higher
DE Scores and poor quality translations
tend to get lower scores. Our experiments
reconfirm this. This simple and direct evi-
dence approach to MT Quality Estimation
appears to holds promise. We can estimate
the quality of translations even without /
before running the MT system. We do not
need any other data or resource, we only
need the training corpus.

DE-Scores provide us a spectrum of qual-
ity grades and since they are based on
co-occurrence counts, Out of Vocabulary
(OOV) words are only cases that lie just
outside the low end of this spectrum.

Missing words automatically get re-
flected in poor DE Scores but extra words
in TL can be detected by performing a TL
to SL WCM check. If large scale manual
post-edit data such as HTER scores are
available, then we can estimate the vari-
ous thresholds using machine learning tech-
niques instead of using human judgement
as we have done here.

In summary, DE Score is a simple, di-
rect and efficient method for the QE task.

We can also easily deal with untranslated
text, third language, emojis and other in-
valid characters etc.
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Alves, Constantin Orăsan, Marina Fomicheva,
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