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Abstract

Question-answering (QA) systems play a piv-
otal role in natural language processing (NLP),
powering applications such as search engines
and virtual assistants by providing accurate re-
sponses to user queries. However, building
effective QA systems for Dravidian languages,
like Tamil, poses distinct challenges due to the
scarcity of resources and the linguistic complex-
ities inherent to these languages. This paper
introduces a novel method to enhance QA accu-
racy by integrating answer-type features along-
side traditional question and context inputs. We
fine-tuned both mono- and multilingual pre-
trained models on the Extended Chaii dataset,
which comprises Tamil translations from the
SQuAD dataset, as well as on the SQuAD-EAT-
5000 dataset, consisting of English-language in-
stances. Our experiments reveal that incorporat-
ing answer-type features significantly improves
model performance compared to using only
question and context inputs. Specifically, for
the Extended Chaii dataset, the MuRIL model
achieved the highest F1 score of 53.89, surpass-
ing other pre-trained models, while RoBERTa
outperformed BERT on the SQuAD-EAT-5000
dataset with a score of 82.07. This research
advances QA systems for Dravidian languages
and underscores the importance of integrating
linguistic features for improved accuracy.

1 Introduction

A question answering (QA) system is a challeng-
ing endeavor in the field of NLP, aiming to enable
computers to derive final answers by reasoning
from the semantic information of natural language
queries(Zhang et al., 2023). QA systems have be-
come a cornerstone in NLP, finding applications in
search engines, virtual assistants, and various other
domains where accurate and efficient information
retrieval is crucial. QA is a job in NLP and Informa-
tion Retrieval that tries to automatically answer a
human-posed question in natural language(Aroussi

et al., 2016). These systems are designed to in-
terpret and respond to user queries with precise
answers, thereby enhancing the user experience
and accessibility of information. While significant
progress has been made in developing QA systems
for widely spoken languages, creating effective QA
systems for less-resourced languages, such as Dra-
vidian languages, poses unique challenges. Tamil,
a prominent Dravidian language, exemplifies these
challenges due to its rich linguistic structure and
limited availability of annotated datasets.

Developing QA systems for Tamil is particu-
larly challenging because of the inherent linguistic
complexities and the scarcity of resources(Antony
and Paul, 2023). The traditional approach of rely-
ing solely on question and context inputs often falls
short in addressing these challenges effectively. To
overcome these obstacles, this paper proposes a
novel approach that integrates answer-type features
into the QA system, providing an additional layer
of contextual understanding that enhances accu-
racy.

In this study, we fine-tune several pre-trained
models, both mono-lingual and multi-lingual, using
a Tamil dataset translated from the widely recog-
nized Squad dataset. By incorporating answer-type
features, we aim to improve the performance of
these models in predicting accurate answers. Our
experimental results demonstrate that models utiliz-
ing answer-type features significantly outperform
those that rely solely on question and context in-
puts.

1.1 Motivation

LLMs require comprehensive contextual informa-
tion to deliver precise answers. Similar to how the
hints provided to students help them to accurately
answer the questions posed by teachers, LLMs ben-
efit from enriched inputs in fetching accurate an-
swers. With this inspiration, we fine-tune multiple
PTLMs with the question, context, and expected



answer type as a clue to guide the proposed QA sys-
tem toward generating more precise and relevant
answers. This research contributes to the advance-
ment of QA systems in low-resource Dravidian
languages. Integrating linguistic features such as
expected answer type from an EAT classification
model improved the performance of the QA system.
By addressing the limitations associated with re-
source scarcity and linguistic complexity, this study
paves the way for more accurate and effective QA
systems in under-resourced languages.

This research contributes to the advancement
of QA systems for Dravidian languages by high-
lighting the importance of integrating linguistic
features such as answer type for improved perfor-
mance. By addressing the limitations associated
with resource scarcity and linguistic complexity,
this study paves the way for more accurate and ef-
fective QA systems for under-resourced languages.

2 Related study

In this section, we describe some related works
regarding Question answering systems in the Tamil
language. Our literature review revealed that while
English has several benchmark QA datasets, mod-
els have shown better performance in English
than in other high-resource languages. Our litera-
ture review revealed that few initiatives have been
implemented for Tamil question-answering tasks.
There are few QA datasets available for Indic lan-
guages(Namasivayam and Rajan, 2023). Some of
these works have been referenced here. Karthik
Kumar (Kumar et al., 2022) implemented mBERT
over Google Extended Chaii dataset which is a
multi-lingual question-answering dataset consist-
ing of a total of 1114 records of multiple languages
like Hindi and Tamil. The authors implemented
mBERT with a constrative training approach. Au-
thors evaluated the performance of mBERT us-
ing the Jaccard similarity metric. Recent exper-
iments (Thirumala and Ferracane, 2022) have in-
vestigated the application of transformer models
pre-trained on multiple languages, specifically fo-
cusing on Hindi and Tamil question-answering
(QA). These studies have demonstrated enhanced
performance in extractive QA tasks. Ram Vig-
nesh (Namasivayam and Rajan, 2023) implemented
four approaches to solve answer prediction over
the Chaii multi-linguaval dataset consisting of 746
data instances for Hindi and 368 data instances
for Tamil. This work is implemented with fine-

tuning of mBERT, XML-RoBERTa and MuRIL
multi-lingual pre-trained models and evaluated the
performance using Exact match and F1-score along
with Jaccard similarity metrics. Rajendran et.al
(Sankaravelayuthan et al., 2019) designed QA sys-
tem for the tourism domain. This QA system
uses dependency information while fetching the an-
swers to the user queries. Srivatsun et.al (Srivatsun
et al., 2022), implement the mBERT model over Ex-
tended Chaii dataset and evaluate the performance
of the model using the BELU metric. The sur-
vey revealed that, despite the availability of several
benchmark QA datasets for English, models per-
form well in English but not in other high-resource
languages. There is a notable lack of benchmark
datasets for Indic languages, which hinders the de-
velopment of efficient QA systems. In addition,
from the literature we found that QA system pro-
vides a precise answer to the user question based on
having prior knowledge about the expected answer
type. It also leads to improve the performance of
the QA System(Mallikarjuna and Sivanesan, 2022).
So in this research, by incorporating additional in-
formation alongside the usual input parameters to
the QA system, we are aiming to build an efficient
QA system for the Tamil language even with lim-
ited data.
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Figure 1: Architecture of traditional Question Answer-
ing System.
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Figure 2: Architecture of Proposed Question Answering System.

Figure 3: Sample input and output of Proposed QA System architecture.

3 Proposed Method

The proposed approach in this study aims to ad-
dress the challenges of developing effective QA sys-
tems for Dravidian languages, specifically Tamil,
by incorporating additional linguistic features into
the model training process. The foundation of this
approach lies in the creation of a Tamil dataset
translated from the well-known Squad dataset. This
translation ensures that the models are trained on
high-quality, contextually relevant data, which is
crucial for handling the unique linguistic character-
istics of Tamil. The key innovation in the proposed
approach is the inclusion of answer-type features
alongside the traditional question and context in-
puts. Answer types classify the expected responses
such as person, location, or date, providing the
model with specific guidance that enhances its abil-
ity to generate accurate answers. This additional
feature helps the model to better understand the na-

ture of the question and focus its prediction efforts
more effectively. Fig 2 represents the architecture
of the proposed QA system. The proposed QA
system architecture consists of two modules:

1. Question Classification module.

2. Answer Prediction module.

We describe each module of the proposed QA sys-
tem in the following sections.

1. Question Classification Module Through
this module, all questions in the QA dataset
are classified based on the expected answer
type. This involves categorizing questions
into six types according to the Li and Roth
Taxonomy: Abbreviation, Description, Entity,
Human, Location, and Numeric (Li and Roth,
2006). This classification is a critical compo-
nent of the QA system, as it guides the subse-
quent answer extraction process. The system



uses a transfer learning model fine-tuned for
this question classification task, ensuring high
accuracy in distinguishing between the differ-
ent expected answer types.

The question classification process involves
predicting the expected answer type for a
given question. This process involves a series
of steps. The question is first tokenized and
embedded using a pre-trained language model.
The model’s output is then passed through a
softmax layer to classify the question into one
of the six expected answer types. Below is the
mathematical representation of the question
classification process as per expected answer
type.

(a) Input Representation The input ques-
tion Q = [q1, q2, . . . , qnq ] consists of a
sequence of tokens, where qi represents
the i-th token of the question, and nq

is the number of tokens. Each token qi
is mapped to a word embedding vector
ei ∈ Rd, where d is the dimension of
the embedding space. This results in the
embedding matrix for the question:

EQ = [eq1 , eq2 , . . . , eqnq
] (1)

where EQ ∈ Rnq×d is the matrix of to-
ken embeddings.

(b) Embedding: The question tokens are
embedded using pre-trained language
models, producing contextualized em-
beddings as output after being forwarded
through a series of encoder layers.

HQ = PTLM [EQ] (2)

HQ = PTLM [hq1 ,hq2 , . . . ,hqnq
]
(3)

where HQ ∈ Rnq×d are the hidden
states for the question, and d is the
dimensionality of the embeddings.

(c) Calculating probabilities The [CLS] to-
ken’s hidden state, h[CLS], is used to
classify the question into one of the six
categories (which also serve as the ex-
pected answer types):

yQC_EAT = softmax(W · h[CLS] + b)
(4)

where:

• W ∈ Rd×6 is the weight matrix.
• b is the bias vector.
• yQC_EAT ∈ R6 represents the prob-

ability distribution over the six cate-
gories.

(d) Predicting Question category: Here,
the category with maximum probability
is predicted as the question category(e.g.,
“Person" “Location" etc.). This is mathe-
matically represented as follows.

Que_Cat = argmax(yQC_EAT ) (5)

2. Answer Prediction module The goal of
this module is to extract the relevant span
from the context that best answers the given
question. After the classification of each
question in the QA dataset, a new feature
called “Expected Answer Type" is added to
the existing features in the QA dataset. This
feature maps each question with the “Answer
Type" value which is the outcome of the
question classification module. After adding
the additional feature to the existing QA
dataset, both monolingual and multilingual
pre-trained models are fine-tuned using the
input data, which includes the question,
context, and expected answer type for
extracting the answers from the given context.
In the following section, the series of steps
involved in the answer prediction module is
described.

Input Representation: Let the context
be represented by a sequence of tokens:
C = [c1, c2, . . . , cnc ] where ci is the i-th
token in the context, and nc is the number
of tokens. The question is represented
by Q = [q1, q2, . . . , qnq ], and the uni-
fied label from the previous module is
Expected Answer Type.

Concatenation and Embedding: The
input to the model is the concatenation of
the question, expected answer type, and the
context:
Input = [[CLS], q_1, . . . , q_nq, [SEP],Que_Cat,
[SEP], c_1, . . . , c_n_c, [SEP]]

After passing this input through PTLM, we
obtain hidden states for each token:

H = [h[CLS],hQue_Cat,hq1 , . . . ,hcnc
] (6)



Answer Span Prediction (Start and End
Positions): A linear layer predicts the start of
the answer within the context:

Ps(i) = softmax(Ws · hci + bs) (7)

where Ws ∈ Rd×1, and Ps(i) represents the
probability that token ci is the start of the an-
swer. Similarly, the end position of the answer
is predicted by:

Pe(i) = softmax(We · hci + be) (8)

where Pe(i) represents the probability that
token ci is the end of the answer.

Incorporating expected answer type:
The class label is used to refine the answer
span prediction:

Ps(i) = softmax(hT
Category_EATWshci) (9)

Answer Extraction: The final answer is ex-
tracted based on the predicted start and end
positions:

Start Index = argmax(Ps) (10)

End Index = argmax(Pe) (11)

Figure 3 presents the sample input and output
of the proposed QA system.

4 Experiments

4.1 Baseline Models
• MuRIL

MuRIL (Khanuja et al., 2021), or Multilin-
gual Representations for Indian Languages,
is a pre-trained model developed by Google
Research to understand and process text in
multiple Indian languages. It’s an extension
of the popular BERT architecture, trained
on a diverse dataset covering 17 Indian lan-
guages, enabling it to comprehend nuances
and context specific to the Indian subconti-
nent. MuRIL empowers NLP tasks like sen-
timent analysis, language understanding, and
text classification across a wide range of In-
dian languages, thereby fostering better acces-
sibility and engagement in linguistic diversity.

• mBERT
Google Multilingual BERT (Devlin et al.,
2018) (Bidirectional Encoder Representations

from Transformers) is a pre-trained language
model developed by Google Research to un-
derstand and process text in multiple lan-
guages simultaneously. It builds upon the orig-
inal BERT architecture, which is renowned for
its effectiveness in NLP tasks. Multilingual
BERT is trained on a vast and diverse dataset
covering over a hundred languages, allowing
it to capture cross-lingual patterns and repre-
sentations. By learning shared representations
across languages, Multilingual BERT enables
effective transfer learning, where knowledge
gained from one language can be applied to
others, making it a valuable tool for multilin-
gual NLP tasks such as translation, sentiment
analysis, and named entity recognition.

• XLM-RoBERTa
XLM-RoBERTa (Conneau et al., 2019),
short for Cross-lingual Language Model -
RoBERTa, is a pre-trained model developed
by Facebook AI. It combines two powerful ap-
proaches: RoBERTa, an extension of BERT,
and cross-lingual learning, to create a ro-
bust language model capable of understanding
and generating text across multiple languages.
XLM-RoBERTa is trained on a vast corpus
of text from over 100 languages, allowing it
to learn shared representations across differ-
ent languages. This enables effective transfer
learning, where knowledge gained from one
language can be applied to others, making it
useful for a wide range of multilingual natu-
ral NLP tasks such as translation, sentiment
analysis, and language understanding.

• Tamil-BERT
Tamil-BERT (Joshi, 2022) is a pre-trained lan-
guage model developed specifically for the
Tamil language by researchers or developers
interested in fostering NLP tasks in Tamil.
Like BERT, it is based on the Transformer ar-
chitecture and is pre-trained on a large corpus
of Tamil text, enabling it to learn contextual
representations of Tamil words and sentences.
This allows Tamil-BERT to effectively han-
dle various NLP tasks, including sentiment
analysis, text classification, and named entity
recognition, in Tamil text.

4.2 Experimental Settings
We fine-tuned multiple mono and multilingual pre-
trained models over multiple datasets. These are



described as follows.

• Extended Chaii Dataset
The Extended Chaii dataset contains questions
and contexts in the Tamil language, sourced
from the original Extended Chaii dataset 1 in-
troduced during the Challenging Adversarial
Hindi and Indic QA competition. In addition,
it includes Tamil-translated questions and con-
texts from the SQuAD dataset. This dataset is
specifically designed for question-answering
tasks in low-resource Indic languages like
Tamil, addressing the significant gap in re-
sources for Tamil language processing. It
focuses on enhancing machine comprehen-
sion of Tamil text and includes passages along
with corresponding questions, answers, and
expected answer types, making it well-suited
for extractive question-answering tasks. Ta-
ble 1 presents the statistics of the Extended
Extended Chaii dataset.

• SQuAD-EAT-5000 dataset
The SQuAD-EAT-5000 dataset contains 5,000
instances sourced from the SQuAD dataset2,
where all questions and contexts are provided
in English. In addition to the questions and
contexts, each question in the SQuAD-EAT-
5000 dataset is also mapped to its correspond-
ing expected answer type. Table 1 presents
the statistics of the SQuAD-EAT-5000 dataset.

Table 1: Datasets Statistics

Dataset
Number of Instances

Train Validation Test
Extended Chaii Dataset 2855 460 250
SQuAD-EAT-5000 4000 600 400

We fine-tune the mono and multi-lingual pre-
trained models with optimal hyperparameters. Ta-
ble 2 presents the hyperparameters of different
mono and multi-lingual pre-trained models for the
translated Tamil Squad dataset. Table 3 presents
the transfer learning models parameters and their
corresponding sizes.

4.3 Evaluation Metrics
In our study, we selected Exact Match (EM) and F1
Score as the evaluation metrics for the extractive

1https://www.kaggle.com/datasets/msafi04/squad-
translated-to-tamil-for-Extended Chaii dataset/data

2https://rajpurkar.github.io/SQuAD-explorer/

Table 2: Hyperparameters

Model LR BS ML
mBERT 2.00E-05 16 512
XLM-RoBERTa 5.00E-05 8 512
Tamil-BERT 5.00E-05 16 512
MuRIL 2.00E-05 16 512

Table 3: PTLMs Statistics

Model Size(In MB) Parameters
Bert-base 440 MB 110 Million
RoBERta-base 499 MB 355 Million
mBERT 672 MB 110 Million
MuRIL 953 MB 270 Million
XLM-RoBERTa 1120 MB 550 Million
Tamil-BERT 951 MB 110 Million

QA system because they directly assess the align-
ment between the predicted answer and the ground
truth. EM guarantees the precise accuracy of the
predicted answer, which is essential in tasks requir-
ing high precision, such as fact-based QA. On the
other hand, F1 Score strikes a balance between pre-
cision and recall, making it suitable for handling
partially correct answers. This approach is par-
ticularly effective for evaluating extractive QA in
low-resource scenarios where answer phrasing may
vary.

4.4 Experimental Results
Here, we report dataset-wise experimental results
for both monolingual and multilingual transfer
learning models.

1. Extended Chaii Dataset
We fine-tuned several mono and multi-lingual
transfer learning models against the Trans-
lated Tamil question-answering dataset. We
fine-tuned these pre-trained models in two sce-
narios. We evaluated the performance of the
models against the above-mentioned datasets
in terms of Average Exact Match score and F1
score. For this, we used Squad version2 met-
ric 3 library in our experiments. Initially,
we fine-tuned the models with Question and
Context as input parameters and tried to pre-
dict the answers for the test data. Later in the
proposed method, we fed "expected answer
type" as an additional parameter along with
question and context to the model during its

3https://huggingface.co/spaces/evaluate-metric/squad_v2



Figure 4: Mapping questions with expected answer type in Extended Chaii Dataset.

Table 4: Performance of mono and multilingual PTLMs against Extended Chaii Dataset

Model
Without EAT With EAT

Avg Exact Match F1-Score Avg Exact Match F1-Score
mBERT 14.73 46.82 38.245 49.43
XLM-RoBERTa 29.47 43.43 34.73 49.06
MuRIL 9.47 48.04 17.19 53.89
Tamil-BERT 17.89 41.24 21.05 45.84

fine-tuning process and tried to predict the an-
swers for the test questions. We evaluate the
models performance in terms of Exact match
and F1-score.

Table 4 presents the fine-tuning results
of the mono and multi-lingual pre-trained
models for both scenarios. The models
assessed include mBERT, XLM-RoBERTa,
MuRIL, and Tamil-BERT, with their Average
Exact Match and F1-Score metrics reported.
The performance metrics of transfer learn-
ing models on the Translated Tamil Squad
dataset(Extended Chaii Dataset) without Ex-
pected Answer Type (EAT) show varying
strengths. mBERT achieves an Exact Match
of 14.73 and an F1-Score of 46.83, indicating
a substantial drop in precision without EAT
but strong contextual understanding. XLM-
RoBERTa scores 29.47 in Exact Match and
43.43 in F1-Score, demonstrating higher preci-
sion in exact answers compared to mBERT, al-
beit with slightly lower contextual comprehen-
sion. MuRIL exhibits the lowest Exact Match
at 9.47 but the highest F1-Score at 48.04, sug-
gesting superior contextual performance de-
spite significant challenges in exact answer
retrieval without EAT. Tamil-BERT records
an Exact Match of 17.89 and an F1-Score
of 41.24, indicating moderate precision and
contextual comprehension, better in precision

than MuRIL but lower in overall understand-
ing. Overall, MuRIL excels in F1-Score, high-
lighting its contextual strength, while XLM-
RoBERTa leads in Exact Match accuracy, and
mBERT maintains a high F1-Score with bal-
anced performance. Tamil-BERT shows mod-
erate performance, suggesting the need for
further optimization.

Table 4 also presents the performance met-
rics of various mono and multilingual trans-
fer learning models when evaluated on the
Translated Tamil Squad question answering
dataset with Expected Answer Type(EAT)
as an additional feature in addition to the
“Question” and “context” inputs. The mod-
els under consideration are mBERT, XLM-
RoBERTa, MuRIL, and Tamil-BERT, with
their Exact Match and F1-Score metrics re-
ported. The performance evaluation of var-
ious transfer learning models on the Trans-
lated Tamil Squad question answering dataset,
with the inclusion of Expected Answer Type
(EAT), reveals distinct strengths and weak-
nesses across the models. mBERT exhibits
the highest Exact Match score of 38.245, indi-
cating superior precision in exact answer re-
trieval, complemented by a robust F1-Score of
49.43, demonstrating balanced contextual un-
derstanding. XLM-RoBERTa, while achiev-
ing a slightly lower Exact Match score of



Table 5: Performance of transfer learning models against SQuAD-EAT-5000 dataset

Model
Without EAT With EAT

Avg Exact Match F1-Score Avg Exact Match F1-Score
BERT-base 32.25 76.11 35.5 77.87
RoBERTa-base 56 81 61.05 82.07

34.73, maintains a strong F1-Score of 49.06,
reflecting its efficacy in nuanced semantic
comprehension. MuRIL, tailored for Indian
languages, leads in contextual performance
with an F1-Score of 53.89, yet its Exact Match
score of 17.19 underscores a significant gap
in exactitude, suggesting a trade-off between
context capture and precise answer genera-
tion. Tamil-BERT, despite being fine-tuned
for the Tamil language, records a moderate
Exact Match score of 21.05 and an F1-Score
of 45.84, indicating its relatively limited ef-
fectiveness in both exact answer precision and
contextual grasp. Collectively, these results
underscore mBERT’s and XLM-RoBERTa’s
robustness in multilingual scenarios, MuRIL’s
contextual superiority with precision trade-
offs, and Tamil-BERT’s potential for further
optimization in Tamil-specific tasks.

2. SQuAD-EAT-5000 Dataset

Table 5 presents fine-tuning results of BERT-
base(Devlin et al., 2019) and RoBERTa-
base(Liu et al., 2019) models against SQuAD-
EAT-5000 Dataset. These results prove that
both BERT-base and RoBERTa-base models
perform better with Entity-Aware Training
(EAT). For BERT-base, the Average Exact
Match score increases from 32.25 to 35.5, and
the F1-Score rises from 76.11 to 77.87. Sim-
ilarly, for RoBERTa-base, the Exact Match
score improves from 56 to 61.05, and the F1-
Score goes up from 81 to 82.07, demonstrat-
ing enhanced performance with EAT for both
models.

All things considered, the test of transfer
learning models’ performance using the Extended
Chaii Dataset and SQuAD-EAT-5000 datasets
shows that adding Expected Answer Type (EAT)
greatly improves F1-score and Average Exact
Match scores. All models show a decrease in F1-
score and Average Exact Match in the absence
of EAT. This study also demonstrates that adding
the EAT feature will enhance the QA system’s

performance for both low-resource language like
Tamil and rich-resource languages like English QA
datasets.

5 Conclusion

In conclusion, this study addresses the chal-
lenges of developing effective question-answering
(QA) systems for Dravidian languages, specifically
Tamil, by introducing a novel approach that incor-
porates answer-type features alongside traditional
question and context inputs. By fine-tuning both
mono- and multi-lingual pre-trained models on a
Extended Chaii Tamil QA dataset derived from the
Squad dataset, the research demonstrates that the
inclusion of answer-type features significantly en-
hances the accuracy of QA systems. Notably, the
MURIL model achieved the highest F1 score of
53.89, outperforming other evaluated models. Sim-
ilarly, over SQuAD-EAT-5000 dataset, RoBERTa
model achieved highest F1-score with the inclu-
sion of additional expected answer type informa-
tion compared with BERT. This work underscores
the importance of integrating linguistic features to
improve the performance of QA systems for under-
resourced languages, thereby contributing to the
broader advancement of NLP technologies for Dra-
vidian languages.

References
Betina Antony and NR Rejin Paul. 2023. Ques-

tion answering system for tamil using deep learn-
ing. In Speech and Language Technologies for
Low-Resource Languages, pages 244–252, Cham.
Springer International Publishing.

Saïd Alami Aroussi, Nfaoui El Habib, and Omar El Be-
qqali. 2016. Improving question answering systems
by using the explicit semantic analysis method. In
2016 11th International Conference on Intelligent
Systems: Theories and Applications (SITA), pages
1–6. IEEE.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2019. Unsupervised

http://arxiv.org/abs/1911.02116


cross-lingual representation learning at scale. CoRR,
abs/1911.02116.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: pre-training of
deep bidirectional transformers for language under-
standing. CoRR, abs/1810.04805.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. In Proceedings of the 2019 Conference of the
North American Chapter of the Association for Com-
putational Linguistics: Human Language Technolo-
gies, Volume 1 (Long and Short Papers), pages 4171–
4186.

Raviraj Joshi. 2022. L3cube-hindbert and devbert:
Pre-trained bert transformer models for devanagari
based hindi and marathi languages. arXiv preprint
arXiv:2211.11418.

Simran Khanuja, Diksha Bansal, Sarvesh Mehtani,
Savya Khosla, Atreyee Dey, Balaji Gopalan,
Dilip Kumar Margam, Pooja Aggarwal, Rajiv Teja
Nagipogu, Shachi Dave, et al. 2021. Muril: Multi-
lingual representations for indian languages. arXiv
preprint arXiv:2103.10730.

Gokul Karthik Kumar, Abhishek Singh Gehlot, Sa-
hal Shaji Mullappilly, and Karthik Nandakumar.
2022. Mucot: Multilingual contrastive training for
question-answering in low-resource languages. arXiv
preprint arXiv:2204.05814.

Xin Li and Dan Roth. 2006. Learning question clas-
sifiers: the role of semantic information. Natural
Language Engineering, 12(3):229–249.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Chindukuri Mallikarjuna and Sangeetha Sivanesan.
2022. Question classification using limited la-
belled data. Information Processing & Management,
59(6):103094.

Ram Vignesh Namasivayam and Manjusha Rajan. 2023.
Answer prediction for questions from tamil and hindi
passages. Procedia Computer Science, 218:1985–
1993.

Rajendran Sankaravelayuthan, M Anandkumar,
V Dhanalakshmi, and SN Mohan Raj. 2019. A
parser for question-answer system for tamil. QA
System Using DL, 229:230.

G Srivatsun, S Thivaharan, Bharath Kumaar KS, and
S Sudharsan. 2022. Machine comprehension system
in tamil and english based on bert. In 2022 3rd Inter-
national Conference on Electronics and Sustainable
Communication Systems (ICESC), pages 847–854.
IEEE.

Adhitya Thirumala and Elisa Ferracane. 2022. Extrac-
tive question answering on queries in hindi and tamil.
arXiv preprint arXiv:2210.06356.

Jiahao Zhang, Bo Huang, Hamido Fujita, Guohui Zeng,
and Jin Liu. 2023. Feqa: Fusion and enhancement
of multi-source knowledge on question answering.
Expert Systems with Applications, 227:120286.

http://arxiv.org/abs/1911.02116
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805

