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Abstract 1 

This paper presents details of modelling 2 

and performance analysis of Neural 3 

Machine Translation (NMT) for the low-4 

resource Assamese-Bodo language pair, 5 

focusing on model tuning and the use of 6 

synthetic data. Given the scarcity of 7 

parallel corpora for these languages, 8 

synthetic data generation techniques, such 9 

as back-translation, were employed to 10 

enhance translation performance. The 11 

NMT architecture was used along with 12 

necessary preprocessing steps as per the 13 

NMT pipeline. Experimentation across 14 

varying model parameters have been 15 

performed and scores are recorded. The 16 

model’s performance was evaluated using 17 

the BLEU score, which showed 18 

significant improvement when synthetic 19 

data was incorporated into the training 20 

process. While a base model with gold 21 

standard data of relatively smaller size 22 

yielded Overall BLEU of 11.35, 23 

optimized tuned model with synthetic 24 

data has resulted considerable 25 

improvement in BLEU scores across the 26 

domains, with overall BLEU upto 14.74. 27 

Challenges related to data scarcity and 28 

model optimization are also discussed, 29 

along with potential future improvements. 30 

1 Introduction 31 

Neural Machine Translation (NMT) has 32 

become the leading approach for automatic 33 

translation between languages. However, for low-34 

resource language pairs, such as Assamese and 35 

Bodo, there are significant challenges due to the 36 

lack of large parallel corpora, which are necessary 37 

for training high quality NMT models. Assamese 38 

and Bodo are spoken mainly in the Northeastern 39 

region of India, but due to their limited global 40 

usage, resources for these languages are scarce. 41 

This study focuses on building an NMT system 42 

for the Assamese-Bodo language pair by utilizing 43 

synthetic data and tuning the NMT model to 44 

achieve better performance. Synthetic data 45 

generation, particularly back-translation, is often 46 

used in low-resource language translation tasks to 47 

artificially create additional training data. By 48 

using this method, we can augment the available 49 

parallel data and improve the translation quality. 50 

 51 

The NMT architecture used in this research 52 

follows a standard pipeline that includes 53 

tokenization, sentence splitting, and other 54 

preprocessing steps necessary for effective 55 

training. We specifically evaluate the model’s 56 

performance using the BLEU score, which is a 57 

common metric for measuring translation quality. 58 

In this study, we aim to address the following 59 

research questions: 60 

i. How can synthetic data improve 61 

translation performance for Assamese-62 

Bodo, a low-resource language pair? 63 

ii. What are the effects of model tuning on 64 

translation quality in an NMT setup for 65 

this language pair? 66 

iii. What challenges and limitations arise 67 

when working with low-resource 68 

language pairs, and how can they be 69 

mitigated? 70 

This work contributes to the growing field of 71 

NMT for low-resource languages, with a specific 72 

focus on Assamese and Bodo. The results of this 73 

study provide valuable insights that can be 74 

applied to similar low-resource language pairs, 75 

where data scarcity is a significant challenge. 76 

Next section of the paper provides a review of 77 

related work in NMT for low-resource languages. 78 

Then the methodology is presented, including the 79 

synthetic data generation process and the NMT 80 
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architecture. Results and performance analysis 81 

using BLEU scores are discussed, and challenges 82 

and future directions are mentioned concluding 83 

the paper. 84 

2 Literature Review 85 

Neural Machine Translation (NMT) has gained 86 

significant attention in recent years, primarily due 87 

to its ability to achieve state-of-the-art 88 

performance for a variety of language pairs. 89 

However, for low-resource language pairs such as 90 

Assamese and Bodo, the lack of sufficient parallel 91 

corpora presents a major obstacle. Several 92 

research efforts have explored strategies to 93 

overcome this challenge, focusing on synthetic 94 

data generation, model optimization, and 95 

leveraging related language pairs. 96 

One of the pioneering works in Neural Machine 97 

Translation (NMT) for low-resource languages is 98 

the use of synthetic data, primarily through back-99 

translation, as introduced by Sennrich et al. 100 

(2016). Their approach demonstrated that 101 

creating synthetic target-side data improves 102 

translation quality when real parallel data is 103 

scarce. Subsequent research, including Edunov et 104 

al. (2018), expanded this technique by exploring 105 

various ways of generating synthetic data and 106 

evaluating its impact on translation models. 107 

Research by Koehn and Knowles (2017) provided 108 

a comprehensive analysis of NMT performance 109 

across different resource settings, showing that 110 

while NMT performs well with large datasets, its 111 

effectiveness diminishes in low-resource 112 

conditions.  To mitigate this, works like that of 113 

Nguyen and Chiang (2017) employed transfer 114 

learning, leveraging high-resource language pairs 115 

to improve translation models for low-resource 116 

languages. The use of synthetic data has proven to 117 

be a powerful tool for improving translation 118 

models, especially in low-resource settings. 119 

Currey et al. (2017) demonstrated the efficacy of 120 

synthetic data through copying monolingual data 121 

and aligning it with translated pairs, further 122 

enhancing the translation model’s performance. 123 

Similarly, Hoang et al. (2018) employed 124 

unsupervised NMT to generate synthetic parallel 125 

data, which proved particularly beneficial for 126 

languages with minimal training data.  127 

In the context of Assamese and Bodo, language 128 

processing research is still in its early stages. 129 

However, some efforts have been made to build 130 

resources and tools for these languages. Sarma et 131 

al. (2023) developed a parallel Assamese-Bodo 132 

dataset, which marked a crucial step toward 133 

advancing NMT for this language pair.  Another 134 

previous work (Sarma et al., 2024) focused on the 135 

development of a baseline NMT system for 136 

Assamese-Bodo, using traditional NMT pipelines 137 

with necessary preprocessing. This study 138 

introduced the first benchmark results for 139 

Assamese-Bodo translation using BLEU scores, 140 

offering insights into the specific challenges faced 141 

in low-resource translation tasks.  142 

Neural Machine Translation (NMT) has become 143 

a major focus of research for low-resource 144 

languages, such as Assamese and Bodo, due to the 145 

limited availability of parallel corpora. The 146 

majority of recent research has explored 147 

techniques to enhance the translation quality 148 

through data augmentation, hyperparameter 149 

tuning, and hybrid approaches (Talukdar et al., 150 

2023). These approaches often use tokenization 151 

methods like Byte Pair Encoding (BPE), 152 

SentencePiece, and WordPiece, which reduce 153 

vocabulary size and help manage out-of-154 

vocabulary issues (Kanchan Baruah et al., 2014). 155 

One significant challenge in Assamese-Bodo 156 

translation is the scarcity of high-quality parallel 157 

corpora. Studies have shown that adding synthetic 158 

data, such as that generated through back-159 

translation or created by expert linguists, 160 

significantly improves the performance of NMT 161 

models. Talukdar et al. (2023) reported 162 

experiments with 70,000 parallel sentences, along 163 

with additional gold standard datasets, achieving 164 

BLEU scores up to 17 through careful 165 

hyperparameter tuning and cross-validation 166 

(Talukdar et al., 2023). 167 

The influence of data preprocessing methods and 168 

the quality of linguistic resources has also been 169 

highlighted as critical factors in translation 170 

performance. For Assamese-Bodo translation, 171 

tokenization using tools such as IndicNLP Suite 172 

and OpenNMT's preprocessing techniques were 173 

found to be effective in managing linguistic 174 

complexities. (Kuwali Talukdar, Shikhar Kumar 175 

Sarma, 2023). 176 

Several studies on Assamese-English translation 177 

have also contributed to the development of 178 

resources and methodologies applicable to 179 

Assamese-Bodo. Kanchan Baruah et al. (2014) 180 

introduced a bilingual translation system, 181 

integrating transliteration to improve translation 182 

performance for low-resource settings (Kanchan 183 
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Baruah et al., 2014). Similarly, Pathak & Pakray 184 

(2018) have demonstrated that the use of neural 185 

machine translation models can yield significant 186 

improvements even in low-resource scenarios, 187 

leveraging effective training techniques (Pathak 188 

& Pakray, 2018). 189 

Furthermore, phrase-based statistical machine 190 

translation has been explored to address the 191 

limitations of purely neural approaches. The 192 

development of phrase-based systems for 193 

English-Bodo has provided insights into domain-194 

specific translation, achieving promising BLEU 195 

scores in areas like tourism (Islam & Purkayastha, 196 

2018). 197 

The primary challenge in NMT for the Assamese-198 

Bodo language pair, and low-resource languages 199 

in general, lies in the limited availability of 200 

parallel data. To overcome this, synthetic data 201 

generation techniques have been widely used. In 202 

our study, we adopt back-translation to augment 203 

the Assamese-Bodo dataset, following the 204 

successful methods of previous works. Another 205 

challenge is model tuning, as low-resource NMT 206 

models are sensitive to hyperparameters and 207 

preprocessing techniques. Previous work has 208 

emphasized the importance of careful 209 

preprocessing, including tokenization, sentence 210 

splitting, and aligning the data for optimal 211 

performance. 212 

In summary, the related previous literature 213 

indicates that while NMT models can be 214 

effectively applied to low-resource languages, 215 

they require a combination of synthetic data 216 

generation and careful model tuning. Our 217 

contribution builds on these ideas, focusing on 218 

Assamese-Bodo NMT using synthetic data and 219 

BLEU score evaluation. 220 

3 Methodology 221 

In this chapter, we describe the methodology 222 

followed for developing the Neural Machine 223 

Translation (NMT) model for the Assamese-Bodo 224 

language pair. Given the low-resource nature of 225 

these languages, we rely on synthetic data 226 

generation and proper tuning of the NMT model 227 

to improve translation performance. The 228 

approach is structured around data preprocessing, 229 

synthetic data generation through back-230 

translation, and training the NMT model with the 231 

appropriate configurations. 232 

3.1 Data collection and preprocessing 233 

The first step in any NMT pipeline is data 234 

collection. For Assamese-Bodo, we began with a 235 

parallel corpus created through prior research. 236 

This dataset contains sentence pairs that have 237 

been manually aligned for translation purposes. 238 

However, the dataset is small and insufficient for 239 

training a robust NMT model. Therefore, we 240 

needed to augment the data using synthetic 241 

methods. This base dataset comprises of 110541 242 

parallel sentence pairs. This is a gold standard 243 

parallel dataset, as it includes validated, manually 244 

created, and aligned parallel sentences. 245 

Preprocessing: The raw data was preprocessed 246 

to ensure it is in the correct format for the NMT 247 

model. The following preprocessing steps were 248 

applied: 249 

Tokenization: Sentences in both Assamese and 250 

Bodo were tokenized using sentencepiece, which 251 

helps convert text into subword units. This 252 

ensures that the model can handle out-of-253 

vocabulary words during training. 254 

Data Cleaning: Noisy sentence pairs 255 

(mistranslations, misalignments) were filtered out 256 

to maintain data quality. Sentences that were too 257 

long were removed to make the data more 258 

manageable for the model. 259 

These steps were essential for ensuring that the 260 

data was properly formatted and ready for 261 

training. 262 

3.2 Synthetic data generation 263 

Given the limited availability of parallel 264 

Assamese-Bodo data, synthetic data generation 265 

was employed using back-translation. This 266 

technique has proven effective for low-resource 267 

languages, as demonstrated by a few previous 268 

works. In back-translation, we first train a model 269 

to translate from Bodo to Assamese using the 270 

available parallel data. Then, we use the trained 271 

model to translate monolingual Bodo sentences 272 

into Assamese, thereby generating synthetic 273 

parallel sentence pairs. This method helps create 274 

additional training data that boosts the 275 

performance of the primary NMT model. 276 

However the quality depends on both the quality 277 

of monolingual raw data, and the baseline model 278 

through which such data are synthesized. 279 

The process of synthetic data generation can be 280 

outlined as follows: 281 

 282 



4 

 
 

i. Train a reverse translation model (Bodo-to-283 

Assamese) using the available parallel 284 

corpus.  285 

ii. Select a set of monolingual Bodo sentences.  286 

iii. Use the reverse model to generate Assamese 287 

translations of these Bodo sentences.  288 

iv. Combine these generated sentence pairs with 289 

the original parallel data to form a larger 290 

dataset for training. 291 

Back-translation adds diversity to the training 292 

data, helping the model generalize better to 293 

unseen text. However the overall quality of the 294 

generated synthetic data is not of gold standard, 295 

and requires checking, validation, and filtering. It 296 

has been observed that quality of translation of 297 

longer sentences are poor across the sentences, 298 

and need to be filtered out. Shorter sentences have 299 

been observed to be good quality, and adds to the 300 

size of the training corpus for next iteration of 301 

model training. A thorough examination on 302 

different aspects of synthetic data generated shall 303 

through light on the overall quality, which is 304 

planned to be performed in continuation of the 305 

current research. 306 

3.3 NMT architecture and training 307 

For this study, we used a standard NMT 308 

architecture based on the Transformer model. The 309 

Transformer has become the preferred choice for 310 

machine translation due to its ability to handle 311 

long-range dependencies in text and its parallel 312 

processing capabilities. The architecture was 313 

chosen because of its superior performance 314 

compared to earlier sequence-to-sequence models 315 

like LSTM and GRU. 316 

 317 

Model Components: 318 

Encoder-Decoder Architecture: The Transformer 319 

is based on the encoder-decoder structure, where 320 

the encoder reads the input sentence (Assamese), 321 

and the decoder generates the corresponding 322 

output sentence (Bodo). 323 

Attention Mechanism: The model leverages a 324 

self-attention mechanism, which helps focus on 325 

different parts of the input sentence when 326 

generating the translation. 327 

The model was trained with the following 328 

configurations: 329 

 330 

• Number of Encoding Layers: 3 331 

• Number of Decoding Layers: 3 332 

• Attention Heads: 4 333 

• Learning Rate: 2 334 

• Optimizer: Adam optimizer-2 335 

• Batch Size: 256 336 

• Save Checkpoint Steps: 10000 337 

• Report_every: 10000 338 

• Dropout: 0.1 339 

• rnn_size: 256 340 

 341 

Training was carried out over multiple epochs 342 

until the model reached satisfactory convergence, 343 

monitored using validation BLEU scores. 344 

3.4 Evaluation and testing 345 

The performance of the NMT model was 346 

evaluated using the BLEU (Bilingual Evaluation 347 

Understudy) score, a commonly used metric for 348 

assessing the quality of machine-translated text. 349 

BLEU measures the overlap between machine-350 

generated translations and a set of reference 351 

translations. 352 

 353 

To test the model: 354 

• A separate test set of 500 Assamese-Bodo 355 

sentence pairs was used. 356 

• The model's translations were compared to 357 

the human-generated translations, and 358 

BLEU scores were calculated to assess 359 

translation quality. 360 

• In addition to BLEU scores, qualitative 361 

evaluations were performed to analyze the 362 

adequacy and fluency of the translated 363 

sentences. 364 

3.5 Hyperparameter tuning 365 

Hyperparameter tuning is crucial in achieving 366 

optimal performance in any NMT model. In this 367 

study, several hyperparameters were tuned to 368 

improve the model's performance: 369 

 370 

• Learning Rate: Experimentation was 371 

conducted with different learning rates to 372 

Domain No of 

Sentences 

Percent 

distribution 

Administration 79 15.80% 

Agriculture 53 10.60% 

Education 92 18.40% 

Healthcare 54 10.80% 

Law 124 24.80% 

Science & Climate 16 3.20% 

Tourism 82 16.40% 

 500 100% 

Table 1:  Test Dataset. 
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find the one that ensures smooth 373 

convergence. 374 

•  375 

• Vocab Size: Different Vocab Size were used 376 

for recording optimum performance 377 

• Batch Size: We experimented with various 378 

batch sizes to find a balance between training 379 

time and model accuracy. 380 

•  381 

• Dropout Rate: Dropout was used to prevent 382 

overfitting. Various dropout rates were tested 383 

to determine the most effective rate for our 384 

dataset. 385 

•  386 

• Model Steps: Performances were recorded 387 

against changing Model Steps 388 

 389 

These hyperparameter adjustments helped 390 

improve the BLEU scores and ensure the model 391 

was well-suited to the Assamese-Bodo language 392 

pair. 393 

3.6 Challenges faced 394 

Several challenges were encountered during this 395 

study, primarily related to the low-resource nature 396 

of the Assamese-Bodo language pair: 397 

 398 

• Limited Data: The lack of a large parallel 399 

dataset was a significant challenge, which 400 

was mitigated by synthetic data generation. 401 

 402 

• Domain-Specific Translations: Some words 403 

and phrases were domain-specific, making it 404 

difficult for the model to generalize across 405 

different contexts. 406 

 407 

• Preprocessing Variability: The need for 408 

consistent and accurate preprocessing was 409 

critical, as variations in tokenization or 410 

sentence splitting could affect model 411 

performance. 412 

 413 

The methodology outlined in this chapter 414 

provides a comprehensive approach to building 415 

an NMT system for the Assamese-Bodo language 416 

pair. By leveraging synthetic data through back-417 

translation and tuning the NMT model, we were 418 

able to enhance the model’s performance, as 419 

reflected in improved BLEU scores. The next 420 

chapter will present the results of these 421 

experiments and further analyze the performance 422 

of the model. 423 

4 Experimentation 424 

This chapter provides an overview of the 425 

experimental setup, the different tests conducted, 426 

and the results obtained from the Neural Machine 427 

Translation (NMT) model for the Assamese-Bodo 428 

language pair. Given the low-resource nature of 429 

these languages, our experiments were designed 430 

to assess how synthetic data and model tuning 431 

affect translation quality. 432 

Experimental Setup 433 

The experiments were conducted using the 434 

following hardware and software configurations: 435 

• Hardware: Training was done on a GPU-436 

enabled system to speed up the training 437 

process. It was a 64 bit Intel Xeon CPU, with 438 

16 GB main memory, and NVIDIA Quadro 439 

P1000 GPU. The setup has 640 CUDA Cores 440 

and 4096 MB of GPU memory. System’s 441 

graphics clock speed was: min-136 MHz, 442 

max-5010 MHz, Graphics RAM 4 GB, with 443 

system storage: 256 GB SSB and 1 TB HDD. 444 

• Software: The experiments were implemented 445 

using PyTorch and OpenNMT, which are 446 

widely used frameworks for NMT research. 447 

Python was used for preprocessing and data 448 

handling. IndicNLP was used for tokenization. 449 

Subword_nmt was used for byte pair 450 

encoding. For BLEU calculations, 451 

SacreBLEU was used. 452 

Model Architecture: 453 

We used the Transformer model for our 454 

experiments. The Transformer, with its encoder-455 

decoder structure and self-attention mechanism, 456 

was well-suited for this task due to its efficiency 457 

in handling longer sequences, even with relatively 458 

small datasets. 459 

Data Preparation 460 

The data used for training consisted of both real 461 

and synthetic parallel sentences. The real data 462 

comprised 110541 parallel sentence pairs.  This 463 

dataset was augmented using back-translation to 464 

generate synthetic data, as described in the 465 

methodology chapter. Monolingual Bodo 466 

sentences were back-translated into Assamese to 467 

create additional synthetic sentence pairs. The 468 

reverse translation model (Bodo-to-Assamese) 469 

was trained using the real parallel dataset and then 470 

used used to generate total 330000 synthetic 471 
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Assamese translations of the monolingual Bodo 472 

sentences. 473 

Training Process 474 

The model was trained using the Real Parallel 475 

Data, as well as combined real and synthetic 476 

dataset, with a focus on the following key aspects: 477 

• Training Duration: Each model was trained for 478 

10 epochs, with early stopping implemented to 479 

prevent overfitting. 480 

 481 

• Batch Size: A batch size of 256 was used. 482 

 483 

• Optimizer: The Adam optimizer was 484 

employed with a learning rate of 2. A learning 485 

rate scheduler was used to adjust the learning 486 

rate during training to ensure stable 487 

convergence. 488 

 489 

Final Dataset Composition: 490 

• Real Parallel Data: 110541 sentence pairs 491 

• Synthetic Data: 330000 sentence pairs 492 

generated through back-translation 493 

• Total Dataset Size: 440541 sentence pairs 494 

 495 

For testing, a Test Dataset of 500 manually crafted 496 

and curated pairs of Assamese-English sentences 497 

were used (Table 1). Throughout the training 498 

process, the validation set BLEU score was 499 

monitored to track performance and make 500 

adjustments as needed. 501 

Evaluation Metrics 502 

The primary metric used for evaluating the 503 

performance of the translation model was the 504 

BLEU (Bilingual Evaluation Understudy) score. 505 

BLEU measures the overlap between machine-506 

generated translations and a set of human 507 

reference translations. Higher BLEU scores 508 

indicate better translation quality. 509 

5 Experimental Results 510 

The experiments yielded the following results: 511 

When trained using only the real parallel dataset 512 

(110541 sentence pairs), the model achieved 513 

overall BLEU score of 11.48 with training steps 514 

at 80000. 515 

The baseline results indicate that while the 516 

model was able to generate reasonable 517 

translations, the performance was limited by the 518 

size of the dataset. 519 

After augmenting the dataset with synthetic data 520 

through back-translation (an additional 330000 521 

sentence pairs), the model’s performance 522 

improved significantly. The results were as 523 

follows: 524 

 

 

 

Domain 

Dataset size: 440541 

BLEU  

Vocab 

size: 8000 

BLEU  

Vocab size: 

16000 

Administration 19.24 18.95 

Agriculture 13.34 12.27 

Education 9.83 9.51 

Healthcare 8.28 7.65 

Law 8.59 8.86 

Science & Climate 6.37 8.62 

Tourism 12.28 5.00 

Overall 13.92 13.5 

 525 

 

 

 

Domain 

Dataset size: 110541 

Vocab size: 16000 

BLEU  

Training 

Step at 40K 

BLEU  

Training 

Step at 80K 

Administration 14.34 15.48 

Agriculture 14.88 8.06 

Education 10.88 11.33 

Healthcare 11.79 15.55 

Law 4.69 6.73 

Science & Climate 9.61 4.11 

Tourism 13.38 12.00 

Overall 11.27 11.48 

Table 2:  BLEU of Baseline Model (Without 

Synthetic Data). 

 

 

 

Domain 

Dataset size: 220541 

BLEU  

Vocab 

size: 8000 

BLEU  

Vocab size: 

16000 

Administration 17.26 19.24 

Agriculture 11.01 11.04 

Education 10.61 10.87 

Healthcare 7.94 8.59 

Law 10.01 9.31 

Science & Climate 10.64 9.93 

Tourism 12.79 13.74 

Overall 13.98 14.74 

Table 3:  BLEU of Augmented Model 1 (With 

Synthetic Data). 
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Table 4:  BLEU of Augmented Model 2 (With 526 

Synthetic Data). 527 

 

 

 

Domain 

Dataset size: 440541 

Vocab size: 8000 

BLEU  

After 

Averaging 

BLEU  

After length 

penalty 

Overall 14.11 14.24 

Table 5:  Effect of Model Averaging and Length 528 

Penalty on  (With Synthetic Data). 529 

This improvement demonstrates the 530 

effectiveness of using synthetic data to enhance 531 

translation performance, particularly for this 532 

low-resource language pair. Experimental 533 

results for modeling with different sets of 534 

augmented data as well as with varying training 535 

setup are shown through Table 3 to 5. 536 

 537 

 538 

Figure 1:  Different plots during training (without synthetic data) 539 

 540 
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 541 

Figure 2:  Different plots during training (with synthetic data) 542 

 543 

 544 

6 Analysis of Results 545 

The results clearly show that the inclusion of 546 

synthetic data significantly boosts the model’s 547 

performance with overall score, as well as scores 548 

across all domains.  549 

The higher scores indicate improved word-level 550 

accuracy and coherence, likely due to the 551 

increased vocabulary and exposure to diverse 552 

sentence structures provided by the synthetic 553 

data.  554 

In terms of model tuning: 555 

• Learning Rate: A learning rate of 2 provided 556 

the best balance between convergence speed 557 

and stability. Higher learning rates led to 558 

instability in training, while lower rates 559 

caused slow convergence. 560 

• Batch Size: A batch size of 256 was optimal 561 

in terms of GPU memory usage and 562 

convergence time. 563 

Qualitative Evaluation 564 

In addition to quantitative metrics, qualitative 565 

analysis of the translations was also conducted. 566 

The following observations were made: 567 

• Fluency: Translations from the model 568 

trained with synthetic data were notably 569 

more fluent, especially for longer sentences. 570 

The model exhibited fewer instances of 571 

repetitive or broken sentence structures. 572 

• Adequacy: The model was able to translate 573 

common phrases and domain-specific terms 574 

more accurately, particularly in cases where 575 

the baseline model struggled. 576 

• Errors: Some common errors included 577 

incorrect word order and occasional 578 

mistranslations of rare words. However, 579 
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these errors were less frequent in the model 580 

trained with synthetic data. 581 

 Testset 

500 

IndicTrans 

Testset:1000 

Adequacy  

(5 point scale) 

4.04 3.2 

Fluency  

(5 point scale) 

4.08 3.23 

Table 6:  Human evaluation for different Testsets. 582 

 583 

Limitations 584 

While the synthetic data improved translation 585 

quality, there were some challenges: 586 

• Domain-Specific Data: The model struggled 587 

with sentences from highly specialized 588 

domains that were not well-represented in 589 

the training data. This is reflected with lower 590 

performance changes in domains like 591 

Technical and Climate etc. 592 

• Overfitting: Although early stopping and 593 

dropout were employed, there were signs of 594 

overfitting in later epochs, particularly when 595 

training on the smaller real dataset. 596 

Conclusion: 597 

Based on the research conducted in this paper, it 598 

can be concluded that incorporating synthetic data 599 

significantly enhances the performance of Neural 600 

Machine Translation (NMT) for the Assamese-601 

Bodo low-resource language pair. The use of 602 

back-translation to generate synthetic data has 603 

proved effective in augmenting the limited 604 

available parallel corpus, resulting in substantial 605 

improvements in BLEU scores across all 606 

domains. The experiments also demonstrated that 607 

careful tuning of hyperparameters and 608 

preprocessing steps is crucial for optimal model 609 

performance. Despite challenges such as data 610 

scarcity and domain-specific variability, the 611 

findings suggest that synthetic data generation, 612 

combined with effective model optimization, can 613 

mitigate many limitations associated with low-614 

resource language translation tasks. This work 615 

highlights the potential of synthetic data to bridge 616 

the resource gap and improve translation quality, 617 

providing a valuable approach for other low-618 

resource language pairs. This may be applicable 619 

for many Indian Languages machine translation 620 

efforts as many of such languages are resource 621 

poor. Gold standard and sizable parallel dataset  622 

generation is a time consuming effort, and also 623 

demands substantial financial involvement. 624 

Synthetic Data generation with tuned and 625 

moderately performed Model shall contribute to 626 

size of the corpus, which is critical for NMT 627 

training.  628 
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