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Abstract

With the advancement of natural language pro-
cessing (NLP) and sophisticated Large Lan-
guage Models (LLMs), distinguishing between
human-written texts and machine-generated
texts is quite difficult nowadays. This paper
presents a systematic approach to classifying
machine-generated text from human-written
text with a combination of the transformer-
based model and textual feature-based post-
processing technique. We extracted five textual
features: readability score, stop word score,
spelling and grammatical error count, unique
word score and human phrase count from both
human-written and machine-generated texts
separately and trained three machine learn-
ing models (SVM, Random Forest and XG-
Boost) with these scores. Along with explor-
ing traditional machine-learning models, we
explored the BiLSTM and transformer-based
distilBERT models to enhance the classifica-
tion performance. By training and evaluating
with a large dataset containing both human-
written and machine-generated text, our best-
performing framework achieves an accuracy of
87.5%.

1 Introduction

In recent years the applications of Large Language
Models (LLMs) such as ChatGPT1, Microsoft
Copilot2, Google Gemini3, etc. have been widely
popular among high school students to aged profes-
sionals. People can perform any task using those
LLM applications such as answering a question,
summarising a chapter, checking grammatical er-
rors and many other things which elevates their
overall productivity and saves time.

However, a few users also misuse the power of
LLM applications by doing homework assignments
with ChatGPT or similar kinds of AI ChatBots,

1https://chatgpt.com/
2https://copilot.microsoft.com/
3https://gemini.google.com/

paraphrasing an article from one’s original arti-
cle etc. which are likely to be unethical practices.
Moreover, with the increasing advancement of deep
learning, generative AI and LLMs it is quite hard
nowadays to distinguish whether a text is written
by a human or an LLM-integrated ChatBot.

The main objective of this paper is to iden-
tify a text whether it is written by a human or
it is generated by some LLM integrated ChatBot
(machine-generated text). We employed differ-
ent schemes to classify human-written text from
machine-generated text starting from simple textual
features to a deep learning model to a combination
of deep learning and textual features. The main
contributions in this paper can be summarized as
follows:

• We extracted five textual features (readability
score, unique word score, stop word score,
spelling & grammatical error and human
phrases count) from both human and machine-
generated text.

• With these textual features we trained three
machine learning models: SVM, Random For-
est and XGBoost.

• Furthermore, we developed machine-
generated text detection frameworks
using the Bidirectional LSTM (Hochreiter
and Schmidhuber, 1997) (BiLSTM) and
transformer-based distilBERT (Sanh et al.,
2019) model.

• Finally we developed a combined framework
by performing some post-processing based on
textual features on the top of the distilBERT
model to get both the advantage from the dis-
tilBERT model and textual features.

2 Related Work

Although AI-generated text detection is a compara-
tively new domain in the field of NLP, a number of

https://chatgpt.com/
https://copilot.microsoft.com/
https://gemini.google.com/


methods have been proposed by several researchers
in the last couple of years.

A statistical method based machine-generated
text detention tool named ‘GLTR’ was proposed
by Gehrmann et al. (2019). Mindner et al. (2023)
extracted several textual features and experimented
with three machine-learning models to classify
human-written text from ChatGPT-generated texts.
Ippolito et al. (2020), Guo et al. (2023), Mitrović
et al. (2023), Bhattacharjee et al. (2023) and Wang
et al. (2024a) used transformer-based frameworks
to detect AI-generated text and human-written text.

Bhattacharjee and Liu (2023) employed chat-
GPT with prompt engineering to identify human-
written text and machine-generated text. Mitchell
et al. (2023) proposed a zero-sort based machine-
generated text detection approach (DetectGPT) us-
ing negative log probabilities. Bao et al. (2024) pro-
posed another zero-sort based machine-generated
text detection approach named ‘Fast-DetectGPT’
using conditional probability curvature. Their pro-
posed approach outperforms the performance of
the DetectGPT model and increases the machine-
generated text detection process by 340 times com-
pared to DetectGPT.

Hu et al. (2023) proposed an AI text detection
tool ‘RADAR’ using adversarial learning taking
paraphrasing of text into account. Wu et al. (2023)
proposed a LLM generated text detection method
using next-word probabilities.

Jawahar et al. (2020) presented a survey paper in
which the authors critically explored state-of-the-
art machine-generated text detention tools and per-
formed in-depth error analysis. Weber-Wulff et al.
(2023) explored 14 different types of AI-generated
text detection tools including Turnitin and Plagia-
rismCheck type of widely used tools in their study
to measure their reliability and accuracy. A bench-
mark consisting of a set of methods to assess the ro-
bustness of the existing AI-generated text detection
models was proposed by Chakraborty et al. (2023).
The authors also introduce the “AI detectability
index (ADI)” to measure the AI detectability of
different generations of LLM models.

3 Data

All the textual analysis and experiments were per-
formed using the data collected from the “SemEval-
2024 Task 8: Multigenerator, Multidomain, and
Multilingual Black-Box Machine-Generated Text

Detection”4 (Wang et al., 2024b,c) shared-task. In
this shared task, the organizers released both mono-
lingual (English) and multilingual data, however,
we had chosen only monolingual data for this cur-
rent experiment.

This dataset contains approximately 1.2 lakh
training examples, of which 63,351 were writ-
ten by humans and 56,406 were generated by
large language models such as ChatGPT, Cohere5,
BLOOMz6 etc. Along with the training data, there
were also development data and gold label testing
data with a sample size of 5000 and 34,272 respec-
tively. A distribution of all data is provided in Table
1. Also, a distribution of the number of words in the
human text and machine-generated text is provided
in Figure 1.

Data Human Machine
Training 63,351 56,406
Development 2,500 2,500
Testing 16,272 18,000
Total 82,123 76,906

Table 1: Distribution of Human-written and Machine-
generated text.
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Figure 1: Distribution of the number of words in Human
written text and machine-generated text.

4 Methodology

This section discusses the proposed methodologies
for this work. Given a text T , our main aim is to de-
termine whether it was written by a human (human-
written) or generated by LLM models (machine-
generated).

4.1 Text Preprocessing
Before diving into the text feature extraction and
model training, the texts were first cleaned and pre-
processed. After observing the texts in the dataset
some preprocessing steps were applied such as:

4https://github.com/mbzuai-nlp/SemEval2024-task8
5https://cohere.com/
6https://www.bloomz.com/
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1. Removal of escape characters such as ‘\n’
(new-line character) and ‘\t’ (tab character),

2. If any Unicode character is present in the text,
then convert them into their corresponding
ASCII values.

After preprocessing and cleaning, the texts were
tokenized into a sequence of tokens or words
[k1, k2, k3, ..., kn]. Note that, no other preprocess-
ing such as stopword removal, stemming, lemmati-
zation etc. was not performed.

4.2 Text analysis and Feature Extraction

Generally, human-written texts are more readable
than human, i.e., human texts are easier to un-
derstand than machine-generated texts. Georgiou
(2024) reported that the average Flesch-Kincaid
Grade Level readability score is higher in machine-
generated text than human-written texts. Therefore,
we primarily calculated the Flesch-Kincaid Grade
Level readability score for human and machine-
generated text separately as it is an important fea-
ture to distinguish between human and machine-
generated texts. Along with this we also calculated
some additional textual features such as stop word
score, unique word score, spelling and grammatical
error etc.

4.2.1 Flesch-Kincaid Grade Level Readability
Score

It is a measure of the readability of a piece of text
proposed by Flesch (1948). It is commonly used in
English language writing and education to assess
the ease with which a reader can understand a given
text. The higher the readability score the more
text is difficult to understand. The formula for the
Flesch-Kincaid Grade Level readability score (RS)
is as follows:

RS = 0.39× total words
total sentences + 11.8× total syllables

total words − 15.59

4.2.2 Stop Word Score:
This metric was used to determine the distribution
of stop-words such as ‘a’, ‘an’, ‘the’, etc in the
human-written and machine-generated text. The
stop word score (SWS) was calculated as the ratio
of the number of stop words in a text to the total
number of words in that text.

SWS =
total stop words

total words

4.2.3 Unique Word Score:
The unique word score (UWS) was calculated by
first removing the stop words and punctuations
from a given piece of text and then dividing the
number of unique words in the text by the total
number of words.

UWS =
|{all words} − {stop words}|
total words − total stop words

{all words} and {stop words} represent a set of
words and a set of stop words in a text respectively.
{all words} − {stop words} represents the set dif-
ference and |{all words} − {stop words}| defines
the cardinality of the set.

4.2.4 Spelling and Grammatical Error
The spelling and grammatical errors (SGE) were
checked using Python’s ‘language-tool-python’7

package. This Python module counts the number
of spelling and grammatical errors in a text and
returns the number of error cases.

4.2.5 Human phrases count
Humans are more likely to use a few phrases such
as ‘However’, ‘Moreover’, ‘In addition’, ‘My plea-
sure’, ‘sorry to say’ etc. than machines. Thus we
count such phrases in a given piece of text and
store the result. All the human phrases that we
considered are provided in Appendix A.

The statistical analysis of the extracted features
for human-written and machine-generated text for
training data is provided in Table 2.

Metric Mean Median Mode Std Dev

Human

RS 10.93 10.3 9.9 6.05
SWS 0.37 0.38 0.33 0.07
UWS 0.68 0.69 0.75 0.11
SGE 95.23 48 25 172.05
HPs 4.65 4 2 2.99

Machine

RS 11.34 11.3 11.8 5.94
SWS 0.39 0.39 0.4 0.05
UWS 0.63 0.64 0.67 0.13
SGE 42.76 34 21 32.24
HPs 2.85 2 2 2.03

Table 2: Statistical measure of human-written and
machine-generated text in training data.

4.3 Framework Development
This section discusses the development of an AI-
generated text classification framework. Several
frameworks, from feature-based machine-learning

7https://pypi.org/project/language-tool-python/

https://pypi.org/project/language-tool-python/


models to deep learning models were developed
to distinguish machine-generated text from human-
written text.

4.3.1 Machine Learning Approach

We initially experimented with three machine learn-
ing models: Support Vector Machine (SVM), Ran-
dom Forest (RF), and Extreme Gradient Boosting
(XGBoost) to recognize patterns that could classify
machine-generated text from human-written text.
In all three models, we passed the extracted five key
features (readability score, stop word score, unique
word score, spelling and grammatical error and hu-
man phrase count) as input to the machine-learning
models.

To develop the SVM classifier we selected the
radial basis function (RBF) kernel and to develop
the RF classifier we selected the number of trees as
50 with the random state as 42 for all classifiers.

4.3.2 BiLSTM with GloVe

This approach involved the utilization of pre-
trained GloVe (Pennington et al., 2014) embed-
dings to represent words in a continuous vector
space, effectively capturing semantic relationships.
The overall BiLSTM based framework is provided
in Figure 2.

BiLSTM
128 × 2

Dense Layer 
Hidden units: 128

Tokenized Sequence

GloVe Embedding
 100d

Figure 2: BiLSTM framework with GloVe embedding

The BiLSTM model framework consists of an
embedding layer with pre-trained GloVe embed-
ding with 100 dimensions, a BiLSTM layer with

128 hidden units to capture sequential dependen-
cies and a dense layer of 128 hidden units.

Zdense = ReLU(ZBiLSTM )

Where ZBiLSTM and Zdense represent the output
of BiLSTM and dense layers respectively.

Classification: The final output layer consists
of 1 hidden unit where the output of the dense layer
(Zdense) was passed as an input. The output layer
used the sigmoid as its activation function.

Pout = sigmoid(Zdense)

Ŷ∗ =

{
0, Pout < 0.5

1, Pout ≥ 0.5

Where Pout represents the probability value and Ŷ
represents the predicted output class. ‘0’ represents
the human-written text and ‘1’ represents machine-
generated text.

4.3.3 distilBERT
The overall framework is depicted in Figure 3
where to develop the framework we used the
transformer-based pre-trained distilBERT (Sanh
et al., 2019) model. The distilBERT is a lightweight
version of the BERT-base (Devlin et al., 2018)
model which is 40% lighter and 60% faster than
the BERT model, and retains 97% of the BERT
model’s language understanding (Sanh et al., 2019).
In the distilBERT model, we passed the ‘input
ids’ which are basically the numeric representa-
tions of tokens generated by the distilBERT tok-
enizer and ‘attention masks’.

Next, the sequence output of the distilBERT
model was passed to the ‘GlobalMaxPooling’
layer and ‘GlobalAvgPooling’ layer followed by
a dropout of 0.2. The ‘GlobalMaxPooling’ ex-
tracts the maximum value from each feature vector
whereas the ‘GlobalAvgPooling’ calculates the
average value from each feature vector of the se-
quence output.

ZGlobalMaxPooling =

[Max(ŷ1),Max(ŷ2),Max(ŷ3), ...,Max(ŷl)]

and,

ZGlobalAvgPooling =

[Avg(ŷ1), Avg(ŷ2), Avg(ŷ3), ..., Avg(ŷl)]

Where y1, y2, y3, ..., yl represent the feature vectors
and l is the length of sequence output which is 768
for the distilBERT model.
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Figure 3: Proposed model framework with distilBERT and post-processing

Next, the output of the ‘GlobalMaxPooling’
and the ‘GlobalAvgPooling’ layers were concate-
nated to get a fused representation from two layers
and then passed to a dense layer of 512 neurons
with ReLU activation function.

Zdense = ReLU(ZGlobalMaxPooling ⊗ ZGlobalAvgPooling)

Zdense = Dropout(Zdense)

Where ⊗ represents the concatenation of layers and
Zdense represents the output of the dense layer.

Classification: The output of the dense layer
followed by a dropout of 0.2 was passed to the final
output layer with two neurons. The output layer
used softmax as its activation function.

Pout = softmax(Zdense)

Ŷ = argmax(Pout)

Where Pout represents the probability value and Ŷ
represents the predicted output class.

4.4 Training

To accomplish the training process, we used the
same training and development split provided by
“SemEval-2024 Task 8” organizers.

BiLSTM model: The proposed BiLSTM based
framework was trained with a learning rate of
0.001 with ‘BinaryCrosEntropy’ loss function
and batch size of 32. The optimizer was taken
as Adam (Kingma and Ba, 2017) and the model
was trained up to 5 epochs.

distilBERT model: In order to train the
distilBERT based framework, we selected the

‘SparseCategoricalCrossEntropy’ loss func-
tion with a learning rate of 2e-5 and monitored
the loss for the development data. The optimizer
was taken as the Adam optimizer and the model
was trained up to 3 epochs with a batch size of 32.

4.5 Post-processing

Upon training of the distilBERT model, a few post-
processing steps were performed on the predicted
output based on the prediction confidence and the
extracted textual features as described in Section
4.2

If the predicted label was machine-generated
text (output label = 1) and the model’s prediction
confidence was less than a value θ then only we
check the threshold values. If the readability score
(RS) was ≤ 50, the stop word score (SWS) was ≥
0.4, the unique word score (UWS) was ≤ 0.75 and
the spelling and grammar error (SGE) was ≥ 10.5
then we considered the text as a human-written text
and changed the predicted label to human-written
text (label = 0).

5 Experimental Setup and Result

5.1 Experimental Setup

All the experiments were accomplished using
Python libraries such as ‘nltk’, ‘scikit-learn’ etc.
The ‘BiLSTM’ and ‘distilBERT’ model was trained
using the libraries of ‘TensorFlow’ and ‘Keras’ in
the Kaggle environment with NVIDIA Tesla P-100
GPU and the machine learning (SVM, RF and XG-
Boost) models were trained and evaluated using the
‘scilit-learn’ libraries. The Flesch-Kincaid readabil-



ity score was calculated using the ‘textstat’8 library
of Python.

To evaluate the performance of the machine-
generated text classification framework, we cal-
culated the accuracy and F1-score for the exact
gold label test data provided by the organizers of
“SemEval-2024 Task 8”.

5.2 Result
We evaluated the results for the test data in the pre-
viously mentioned three machine learning models
(SVM, RF, XGBoost), BiLSTM based framework
and the following two schemes:

1. Only distilBERT model: Here we evaluated
the results using the classification output of
the distilBERT based framework. No post-
processing or other steps were performed in
this scheme.

2. distilBERT with post-processing: In this
scheme, the post-processing steps were ap-
plied upon the output of the distilBERT classi-
fier using the threshold values as mentioned in
Section 4.5 based on the value of confidence
score θ. We evaluated the performances on
different θ values such as 0.5, 0.6, 0.7, 0.75,
0.8, 0.85, 0.9, 0.95 and 0.99.

The results of the three mentioned machine learn-
ing models, BiLSTM and distilBERT frameworks
are provided in Table 3. The results after perform-
ing post-processing on the top of the distilBERT
based framework are provided in Table 4.

Accuracy F1 Score
SVM 0.5229 0.5209
RF 0.5545 0.5493
XGBoost 0.5620 0.5532
BiLSTM 0.6845 0.6845
distilBERT 0.7742 0.7639

Table 3: Result of the proposed frameworks (without
post-processing)

From Table 3 it is observed that among all
the frameworks the distilBERT based framework
performed well with accuracy and F1-score of
0.7742 and 0.7642. Moreover, when we checked
the performance of machine-generated text and
human-written texts separately, 93.5% of machine-
generated texts and 60% of human-written texts

8https://pypi.org/project/textstat/

Accuracy F1 Score
conf < 0.5 0.7742 0.7639
conf < 0.6 0.7847 0.7759
conf < 0.7 0.8024 0.7958
conf < 0.75 0.8061 0.8027
conf < 0.8 0.8086 0.8027
conf < 0.85 0.8183 0.8133
conf < 0.9 0.8289 0.8248
conf < 0.95 0.8443 0.8413
conf < 0.99 0.8750 0.8736

Table 4: Performance after post-processing on the top
of the distilBERT model on different confidence scores.

were correctly identified by the distilBERT frame-
work.

Regarding the BiLSTM framework, when we
checked the performance of machine-generated
text and human-written texts separately, 72% of
human-written texts were correctly identified and
only 65% of machine-generated texts were prop-
erly identified. It is also to be noted that the iden-
tification of human-written text in BiLSTM was
improved by 16% compared to the identification of
human-written text by the distilBERT. The confu-
sion matrices for BiLSTM and distilBERT frame-
works are provided in Figure 4.
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Figure 4: Confusion matrices for BiLSTM and distil-
BERT frameworks.

In contrast, The performances of SVM, RF and
XGBoost machine learning models were not sat-
isfactory with an F1 score of 0.5209, 0.5494 and
0.5532 respectively. One possible reason behind
this is that the extracted five features (RS, SWC,
UWS, SGE and HPs) by which we trained the
machine learning models were not sufficient to
accurately identify human-written and machine-
generated texts. Thus, we got a result with low
accuracy.

Result after post-processing: The results of
distilBERT with post-processing are provided in
Table 4 where we applied the post-processing based

https://pypi.org/project/textstat/


on the confidence score value. From Table 4 it is
observed that the accuracy and F1-score are in-
creased as we increase the threshold value of the
confidence score. At ‘conf < 0.5’ the performance
was the same as the performance of the distilBERT
framework and at ‘conf < 0.99’ we achieved the
best result of 87.5% accuracy.

Upon applying post-processing it was also ob-
served that the performance of human written text
was notably increased. At ‘conf < 0.95’ the clas-
sification accuracy of human-written text was in-
creased to 74% and at ‘conf < 0.99’ the classifica-
tion accuracy of human-written texts was increased
to 81%. However, the classification accuracy of
machine-generated text was slightly decreased to
93.4% and 93.2% on the mentioned confidence
scores respectively.

At ‘conf < 0.9’ and below (0.85, 0.8, 0.75
and so on) the classification accuracy of machine-
generated text retains the same as the classification
accuracy of distilBERT models with 93.5% accu-
racy. The confusion matrices for the best four post-
processing schemes (conf < 0.99, conf < 0.95, conf
< 0.9 and conf < 0.85) are provided in Figure 5.
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Figure 5: Confusion matrices for best four post-
processing schemes

6 Conclusion

In this paper, we proposed machine learning and
deep learning methods to classify the ‘human-
written’ and ‘machine-generated’ texts leveraging
textual features and transformer-based distilBERT
model. Along with the distilBERT framework

we also experimented with three machine-learning
models and a deep-learning BiLSTM model.

Our proposed ‘distilBERT with post-processing’
scheme provides an accuracy of 87.5% which is
a superior performance than the other proposed
schemes.

Furthermore, it is observed that the distilBERT
framework identifies machine-generated texts in
more better way whereas the BiLSTM based frame-
works identify human-written texts more accurately
than distilBERT. However, the machine learning
models didn’t perform well and provided an unsat-
isfactory result.

In future, we’ll evaluate our proposed ‘distil-
BERT with post-processing’ framework on other
datasets and with other models such as BERT (De-
vlin et al., 2018) and RoBERTa (Conneau et al.,
2019) to justify our claims more accurately and to
validate the robustness of the proposed framework.

7 Limitations

Our proposed scheme also has several limitations.
First, we considered only five textual features and
didn’t check the performance with other textual fea-
tures such tone of a sentence, active/passive voice,
sentiment polarity etc. Second, we used only BiL-
STM and distilBERT models to develop our frame-
works. The performance may be elevated by us-
ing other modes such as XLM-RoBERTa or BERT.
Third, tokens were limited to 512 in the distilBERT
model. The performance may be improved if long
sequences of tokens can provided as input to the
model. However, using a long sequence of tokens
requires more computational cost and time. And
lastly, all the experiments were performed only on
SemEval-2024 Task 8 data. It is necessary to eval-
uate the performance of the proposed methods on
other datasets to verify their robustness.
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A Appendix: Human Phrases

1) ‘because of’,
2) ‘besides’,
3) ‘consequently’,
4) ‘etc’,
5) ‘furthermore’,
6) ‘have you’,
7) ‘honestly’,
8) ‘however’,
9) ‘just’,
10) ‘just imagine’,
11) ‘I’,
12) ‘i believe’,
13) ‘i think’,
14) ‘imagine’,
15) ‘in contrast’,
16) ‘in the same way’,
17) ‘let’,
18) ‘likewise’,
19) ‘meanwhile’,
20) ‘mine’,
21) ‘moreover’,
22) ‘my’,
23) ‘my pleasure’,
24) ‘nevertheless’,
25) ‘nonetheless’,
26) ‘on the other hand’,
27) ‘probably’,
28) ‘similarly’,
29) ‘sorry’,
30) ‘sorry to say’,
31) ‘suppose’,
32) ‘thank you’,
33) ‘think about it’,
34) ‘think about that’,
35) ‘thus’,
36) ‘what do you’,
37) ‘when do you’,
38) ‘whatever’,
39) ‘you’,

40) ‘your’,
41) ‘yourself’
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