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Abstract

One of the pressing challenges society faces
today is the rapid proliferation of online hate
speech, exacerbated by the rise of AI-generated
multimodal hate content. This new form of
synthetically produced hate speech presents un-
precedented challenges in detection and mod-
eration. In response to the growing presence
of such harmful content across social media
platforms, this research introduces a ground-
breaking solution: “MULTILATE". This ini-
tiative represents a concerted effort to develop
scalable, multimodal hate speech detection sys-
tems capable of navigating the increasingly
complex digital landscape. It contains 2.6 mil-
lion text samples designed to classify multi-
modal hate speech, and these text-based state-
ments are used to generate AI images created
through Stable Diffusion. The dataset features
pixel-level temperature maps, which are crucial
for understanding the nuanced relationship be-
tween textual and visual components, thereby
enhancing the interpretability of hate speech
detection models. Additionally, MULTILATE
includes 3W Question-Answer pairs that ad-
dress the “who", “what", and “why" aspects of
hate speech, providing deeper insights into the
motivations and contexts behind such content.
To further strengthen detection capabilities, the
dataset also incorporates adversarial examples
across textual and visual domains, ensuring ro-
bustness against adversarial attacks and enhanc-
ing the reliability of multimodal hate speech
detection systems.

1 Introduction

A prevalent sociological problem currently is on-
line hate speech, where Meta (formerly Facebook)
has reported removed 18 million hate content arti-
cles 1 in the second quarter of 2023 which is more
than the 10.7 million ones it deleted during the
first quarter of 2023. Between April and June 2021,

1https://www.statista.com/statistics/1013804/
facebook-hate-speech-content-deletion-quarter/

Meta took down more than 31 million posts contain-
ing hate speech. The spread of this hateful speech
results in considerable emotional anguish, particu-
larly within vulnerable minority groups, thus nor-
malizing prejudice (Wachs et al., 2022). A new
development to this is the continued appearance of
hate speech generated by artificial intelligence (AI)
(Xu et al., 2024), which is even more problematic
regarding recognition and elimination. With the
help of many new sophisticated language models,
it is possible to create essentially fake texts that
cannot be distinguished from the texts produced by
humans, thus propagating hatred ideologies quickly
and on a large scale. In addition, the complexity
of AI-generated posts can outsmart existing con-
tent moderation techniques and ultimately let toxic
messages spread. One egregious example involves
a historical speech by Adolf Hitler, altered by AI
to deliver antisemitic remarks in English. This ma-
nipulated video, shared by an influencer, quickly
garnered over 15 million views on X (formerly
Twitter) in March 2024 2. Such incidents under-
score the growing concern among researchers and
monitoring organizations about the proliferation
of AI-generated hate and the urgent need for criti-
cal evaluation and robust detection mechanisms to
combat this emerging threat.

To cater for this, new and improved detection
mechanisms must be employed on social media
platforms to teach the system to detect AI-driven
hate speech along with regular human moderation
and partnering with organizations focusing on AI
ethics and safety online. The fight against online
hate thus depends on how these new technological
forms are met and how a good containment ap-
proach is developed that protects threatened groups
against the emerging threat of hate speech via Arti-
ficial intelligence.

Researchers have recently emphasized the cre-

2https://tinyurl.com/4rf59cru
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ation of multimodal hate speech detection systems
that can perform at large scales, especially on
platforms such as Meta, X, and Youtube (Gomez
et al., 2020). Nevertheless, the development of AI-
generated hate has been limited due to the absence
of large-scale cross-modal hate speech datasets
specifically designed for Human-generated hate.
To circumvent this weakness, a novel multimodal
dataset named “MULTILATE” is proposed to facil-
itate the mass-scale assessment of AI-generated
multimodal hate speech. This dataset consists
of 2.6 million instances of text, and these text-
based statements are used to generate AI images
created through Stable Diffusion (SD) (Rombach
et al., 2021). Further, every instance includes
Pixel-Level HeatMaps for visual interpretability
and Question-Answer (QA) pairs, which incorpo-
rate “who”, “what”, and “why” for explainability.
Adversarial examples of text (Morris et al., 2020)
and images (Deng and Karam, 2020) are also in-
cluded to promote more robust multimodal hate
speech detection in the field of growing signifi-
cance at the interface of Natural Language Process-
ing (NLP) and Artificial intelligence.

• Large-scale AI-generated multimodal hate
speech dataset with 2.6 million samples:
This work proposed a dataset of 2.6 million
samples of text image modalities with their
supporting documentation as in heat maps for
the “Images" and QA pairs for the “Text".

• Incorporates AI-generated explainability:
Pixel-level heatmaps are generated for every
token in the text, offering detailed visual in-
sights into the model’s focus areas during
classification. Additionally, a 3W Question-
Answering (QA) system is implemented to
address “who," “what," and “why" for each
text instance, ensuring that the model’s pre-
dictions are both accurate and interpretable.

• Includes adversarial examples for robust-
ness: Adversarial text and images are in-
cluded to enhance the system’s resilience
against real-world examples. These exam-
ples test the model’s limits and improve its
generalization by revealing “blind spots", ul-
timately leading to more robust detection of
multimodal hate speech.

2 Related Work

Hate speech refers to discrimination due to race,
ethnic background, religion, gender, and sexual
orientation. It has severe consequences, including
prejudice and violence in society. The classification
of hate speech has mainly involved machine learn-
ing models such as the Support Vector Machine
(SVM) and Random Forest (Chhabra and Vish-
wakarma, 2023; MacAvaney et al., 2019). However,
these challenges remain like conflict or overlapping
definitions of emotions, availability of datasets, and
algorithmic methodology (Chiril et al., 2022).

The widespread nature of online sexism has
made researchers interested in sexism classification
and has subsequently led to the emergence of auto-
mated recognition technologies. In studies, sexism
is identified using deep learning (DL) architectures
such as convolutional neural network (CNN) and
Bidirectional Encoder Representations from Trans-
formers (BERT) applied in social media conver-
sations (Sharifirad and Jacovi, 2019; Rodríguez-
Sánchez et al., 2020; Chiril et al., 2021; Vetagiri
et al., 2023b). The Generation of datasets like
TOXIGEN (Hartvigsen et al., 2022) helps in the
improvement of toxic language detection calling
for massive and uniform datasets. Moreover, there
are developments on sexism detection in machine
learning using data augmentation methods and en-
sembles of state-of-the-art language embeddings
like BERT or Roberta (Ahuir et al., 2022).

Furthermore, the research explores the appli-
cation of DL models such as BiLSTMs, BERT,
and GPT-2 in sexism classification, demonstrating
promising results (Abburi et al., 2021; Rodríguez-
Sánchez et al., 2020; Vetagiri et al., 2023a). Chal-
lenges of resource-constrained languages such as
Urdu hate speech for detection; traditional mod-
els outperform DL-based approach owing to class
imbalance and data scarcity, a case study (Saeed
et al., 2023). However, the concluding remarks
emphasize the need for future work that addresses
the challenges of improving current models’ dis-
crimination capabilities and exploring user-based
features (Ahuir et al., 2022; Huang et al., 2022).

(Gomez et al., 2019) proposed the new problem
of multi-modal hate speech detection with text and
image. They constructed the MMHS150k dataset
for annotated tweet images. They try out textual
kernel-based fusion approaches such as (Gao et al.,
2018) among other unimodal and multimodal mod-
els and showcase that images are helpful sources



Figure 1: Detailed representation of the MULTILATE
dataset creation pipeline. The process begins with the
extensive search and acquisition of hate speech datasets
from public and private sources, focusing on datasets
labelled sexist and racist. The data undergoes a rigorous
selection and screening phase to filter out irrelevant
datasets. The flow continues with applying classification
algorithms and integrating Stable Difussion, pixel-level
heatmaps, 3W QA systems, and adversarial examples.

of information. Nevertheless, it is incredibly chal-
lenging in terms of data as well as the multimodal
nature of the problem. However, concurrent mod-
elling of the textual and visual information presents
a potential for detecting hate speech as a critical
open area for supporting content moderation. They
generally create the beginnings of multimodal ha-
tred utterance research on the study grounds.

Lastly (Rani et al., 2023) describes a five-factor,
issue-based, question-answering system for a more

intelligible explanation of automated fact-checking
machines3. Using this method, the authors develop
the FACTIFY-5WQA dataset of more than 390,000
textual claims in which they label each sentence’s
five semantics roles and pair them with appropriate
questions that can be used as queries. Validated
QA pairs are employed to check some elements of
specific evidentiary documents for precise identifi-
cation of falsity in claims.

3 Data

This section outlines the creation of the dataset
called MULTILATE4. Specifically designed to
identify instances of hate speech, particularly sex-
ism and racism, in online content, MULTILATE is
a unique dataset containing a total of 2.6 million
samples extracted from 11 different datasets. The
dataset includes synthetically generated images cre-
ated using advanced AI models to enhance its scope
and applicability. These AI-generated hate samples
are particularly useful for training models that can
classify and identify AI-generated hate speech in
real-world settings. The dataset features labels for
binary classification, such as Hate” and Not Hate”,
as well as multiclass classification labels, including
Sexist”, Racist”, and “Neither”. By providing a
comprehensive and diverse collection of examples,
this dataset is a valuable resource for researchers
and developers working on automated techniques
for detecting and mitigating hate speech online.

3.1 Data Sourcing

Data availability is a crucial factor that significantly
benefits any model’s performance. It is well doc-
umented that the efficacy of a model trained on
a mixture of diverse datasets surpasses that of a
model trained on a single dataset (Chiril et al.,
2022). In creating the MULTILATE dataset, an
extensive search was conducted for published, pub-
lic, and privately available datasets containing in-
stances of hate speech. As illustrated in Figure 1,
this process represents the workflow for developing
the dataset, and Table 1 offers valuable insights into
the composition of the datasets from which text was
extracted (Vetagiri et al.). Moreover, efforts were
made to contact the authors of privately available
datasets to request access to their data. A total of
69 datasets 5 containing examples of English hate

3https://huggingface.co/spaces/Towhidul/5WQA
4https://github.com/advaithavetagiri/MULTILATE
5https://hatespeechdata.com/
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speech were collected. To ensure comprehensive
coverage of both sexism and racism, only datasets
labelled and classified based on gender, race, eth-
nicity, sexist-racist slurs, stereotypes, and related
features were included. Datasets not meeting these
criteria were excluded from the analysis, and a total
of 11 datasets were finalized, as shown in figure 1.

3.2 Data Creation

3.2.1 Image - Stable Diffusion

AI-generated posts can evade existing content mod-
eration systems, enabling the unchecked spread
of toxic messages. To capture this, SD 2.1 was
employed (Rombach et al., 2021) to generate hate-
ful images paired with textual statements. Stable
Diffusion’s AI-based text-to-image generation ca-
pabilities allow the synthesis of diverse visual in-
terpretations of hate speech. SD is an open-source
text-to-image model that can generate high-quality
images conditioned on textual prompts, and SD 2.1
is one of the newest text-to-image models from Sta-
bilityAI. A pipeline has been created that generates
three images from the Stable Diffusion model for
each text.

Re-ranking of Generated Images: To assess
the generated images quantitatively, Contrastive
Language–Image Pre-training (CLIP) (Radford
et al., 2021), a model that scores the images based
on how well they match with the text. This CLIP
score indicates the match between text encoding
and image encoding. Based on the CLIP score,
we re-rank the images per prompt and select the
top-ranked image as the best visual interpretation
of the given hate speech statement.

Pixel-level Image Heatmap: For validating the
best-generated image with the corresponding text,
the Diffusion Attention Attribution Maps (DAAM)
(Tang et al., 2022) is used to create heatmaps that
highlight the image’s areas corresponding to spe-
cific words in the text. This provides visual ex-
plainability into the generated multimodal pairing.
Moreover, the Multilate pipeline requires a substan-
tial amount of computational power and resources,
particularly for AI image creation using models like
SD. Due to these high computational demands, the
dataset will be released in batches to manage the
resource-intensive nature of generating AI-based
images. By combining these steps, pairing text
with suitable images and detailed heatmaps that
show how the words relate to different parts of the
image, as illustrated in Figure 2. Figures 3a and 3b

are examples of images created from the pipeline
for the respective text.

3.2.2 3W Question Answering
To enhance textual explanations for each text, a
question-generating module is employed to au-
tomatically create “who”, “what”, and “why”
question-answer pairs as demonstrated in related
works like (Rani et al., 2023). The process of gen-
erating QA pairs involves 3 stages. This process
begins with semantic role labelling (SRL), which
identifies key phrases in the text that cover the
main topics. Then ProphetNet (Qi et al., 2020), a
transformer-based model, then uses these identi-
fied phrases to generate natural language questions
that can be answered based on the content of the
text. Finally, a question-answering (QA) model
called T5 (Raffel et al., 2020), a transformer model,
automatically answers these questions, offering de-
tailed textual explanations about the main actors,
situations, and motivations relevant to each text.

3W Semantic Role Labelling: The process of
generating QA pairs involves multiple stages and
leverages the latest advancements in neural seman-
tic parsing and generative language models. The
initial step involves training a neural SRL system
to identify text spans corresponding to predefined
semantic elements. These identified spans are then
mapped onto the “who”, “what”, and “why” cate-
gories using a targeted ontology framework.

Automatic 3W QA Pair Generation: The
spans extracted through SRL are combined with
the input text and fed into a generative QA model
called ProphetNet (Qi et al., 2020). ProphetNet,
which employs a unique n-stream self-attention
mechanism, allows for advanced planning in pre-
dicting future tokens. As an encoder-decoder archi-
tecture pre-trained on extensive corpora, Prophet-
Net generates coherent and well-formed questions
that specifically address the “who”, “what”, or
“why” aspects identified in the input text.

QA Pair Answering: A fine-tuned QA version
of the T5 (Raffel et al., 2020) transformer model is
utilized to answer the generated questions. The T5
model processes the input statements and questions
from ProphetNet to produce answers by selecting
the most relevant text extracts. Standardized evalu-
ations of multiple answers have demonstrated that
the T5 model is the most accurate method for ex-
tracting answers. Finally, the QA responses are
verified against evidence documents by picking
5000 random texts to ensure the logical consis-



Table 1: Datasets for Sexist and Racist Classification with Adversarial Samples

Dataset Sexist Racist Neither Extracted
CMSD (Samory et al., 2021) 1809 - 11822 13631
EDOS (Kirk et al., 2023) 15330 - 44670 60000
WSF (de Gibert et al., 2018) - 1196 9507 10703
ConvAbuse (Cercas Curry et al., 2021) 285 27 671 983
Measuring Hate Speech (Kennedy et al., 2020) 17230 28360 86283 131873
DGHD v0.2.3 (Vidgen et al., 2021b) 3786 5375 18969 28130
HateCheck (Röttger et al., 2021) 1145 757 1242 3144
Nuanced (Borkan et al., 2019) 133152 138966 1264764 1536882
MMHS150K (Gomez et al., 2019) 16243 49906 81074 147223
CAD (Vidgen et al., 2021a) 1352 963 20903 23218
Toxigen (Hartvigsen et al., 2022) 19073 88780 108940 216793
Adversarial Samples 41881 62866 329769 434516
Our Dataset (MULTILATE) 251286 377196 1978614 2607096

Figure 2: An in-depth overview of the MULTILATE framework, illustrating the integration of Stable Diffusion,
SRL, and T5 models, along with an adversarial attack setup, to generate synthetic multimodal hate speech data.
The process begins with stable diffusion, which generates synthetic images that capture the essence of various hate
speech scenarios. Semantic Role Labeling (SRL) is then applied to the text, extracting and defining the roles and
relationships between different textual elements. The T5 model is used to generate text that is coherent and aligned
with the images, creating a seamless multimodal dataset. An adversarial attack setup is implemented to further
enhance the dataset’s applicability and challenge the robustness of detection models, introducing carefully crafted
adversarial examples.



(a) An image created for an example text “how can you
be chinese with blond hair and blue eyes - Hate”, using
Stable Diffusion.

(b) Another image created for an example text “Native
Americans - a primitive people who want to live the way
they did hundreds of years ago, - Hate”.

(c) Heat maps generated for Figure 3a. (d) Heat maps generated for Figure 3b.

Figure 3: Images generated through Multilate pipeline.

tency of the input statements through human-in-
the-loop. The T5 model is then used to generate
the final answers by integrating the questions with
the extracted evidence snippets into a single input.
These final responses and initial answers provide
high-resolution insights into which aspects of the
statement are supported or contradicted by external
data sources.

3.2.3 Adversarial Samples
The dataset includes adversarial samples specifi-
cally designed to exploit vulnerabilities in multi-
modal hate speech classifiers. Unlike conventional
methods, the proposed adversarial attack leverages
contextual features from both text and images to
generate sophisticated perturbations. These sam-
ples target cross-modal dependencies, challenging
the robustness of the models. By incorporating
these adversarial cases, models are tested against
realistic and complex scenarios, paving the way for
improving their resilience to multimodal adversar-
ial threats.

Adversarial Text Adversarial text is generated
for 20% of the MULTILATE dataset using the pro-
posed attack, which integrates contextual features
derived from the associated images. The attack
identifies high-importance words in the text, guided
by DAAMs, to correlate with salient regions in the
accompanying image. Subtle perturbations, such as

character-level modifications, are applied to these
high-priority words to disrupt the model’s predic-
tions. These modifications are designed to maintain
the semantic integrity and fluency of the text while
exploiting the model’s reliance on multimodal fea-
ture interactions.

Adversarial Images Adversarial images are
crafted for 20% of the MULTILATE dataset using
a method that utilizes contextual gradients from the
text modality to guide pixel-level perturbations in
the image. The attack employs a Projected Gradi-
ent Descent (PGD) (Deng and Karam, 2020) frame-
work to iteratively modify high-importance regions
identified through heatmaps generated by DAAM.
These perturbations are imperceptible to the human
eye but disrupt the multimodal decision boundaries
by aligning noise with the most influential textual
features. This targeted manipulation ensures that
the adversarial examples exploit the interplay be-
tween modalities, rendering the model vulnerable
to multimodal attacks.

3.3 Data Annotation

Data annotation is used to ensure the quality and
reliability of the dataset. A random selection of
1004 samples from the dataset was chosen for an-
notation, employing a human-in-the-loop approach.
This method involved three expert annotators care-



fully examining each sample to provide accurate
labels and annotations. Annotators were trained to
identify instances of hate speech, sexism, racism,
or other forms of online toxicity present in the sam-
ples. Each sample was meticulously reviewed, with
annotators providing detailed annotations to cap-
ture the nuances and context of the content. Follow-
ing the annotation process, a thorough comparison
was conducted against the original annotations, and
the results yielded a Kappa score (McHugh, 2012)
of 0.65, validating the accuracy and reliability of
annotations. This meticulous verification process
underscores the robustness of the dataset, affirm-
ing its suitability for training and evaluating hate
speech detection models.

3.4 Data Validation

In terms of validation, a subset containing 1004
samples between textual and image data was used
to test the accuracy level and reliability consistency
for integrity provided in MULTILATE dataset. The
validation step includes studying how well this
model works on that basis, measuring its accuracy
and generalizing characteristics. The validation
set’s results are carefully evaluated and described
in detail in the Results section 5. This special-
ized subsample allows for a targeted assessment
of the dataset’s performance in detecting cases of
hate speech, particularly about sexism and racism
online. By including both the textual and image
levels as part of this validation process, assessment
contributes to a more complete understanding of
whether or not data is suitable for use in training
and testing techniques that rely on automation.

4 Baseline Classification Models

Several models were employed to establish base-
line performance on the MULTILATE dataset, cov-
ering text, image, and multimodal classification.
These models include CNN-BiLSTM, ResNet50,
BERT, RoBERTa, VGG16, and a basic CNN
model.

4.1 Text Classification

CNN-BiLSTM: For text classification, the CNN-
BiLSTM (Vetagiri et al., 2024) model combines
convolutional neural networks (CNN) and bidi-
rectional long short-term memory (BiLSTM) net-
works. It uses GloVe embeddings trained on the
MULTILATE dataset to convert text into dense
vector representations. The CNN layers capture

local text features, while the BiLSTM layers ex-
tract sequential information. The final dense layers
perform binary classification. Regularization was
implemented using a dropout rate of 0.2 to prevent
overfitting, and a batch size of 128 was used. The
model was evaluated using 5-fold cross-validation
to ensure robust performance metrics.

BERT: BERT (Kalita et al., 2023), known as
Bidirectional Encoder Representations from Trans-
formers, was used as a text classifier to benchmark
the dataset’s performance. Fine-tuned on the MUL-
TILATE dataset, BERT leverages its deep bidirec-
tional transformer architecture to understand con-
text and semantics, achieving high accuracy in bi-
nary text classification tasks.

RoBERTa: RoBERTa (A Robustly Opti-
mized BERT Pretraining Approach) is another
transformer-based model fine-tuned on the MUL-
TILATE dataset for text classification. Similar to
BERT, it benefits from a robust training regimen
and achieves comparable performance, particularly
excelling in capturing nuanced context, resulting
in high accuracy for binary classification.

4.2 Image Classification
ResNet50: ResNet50 (Macrayo et al., 2023), a
deep convolutional neural network pre-trained on
ImageNet, was fine-tuned for image classification
on the MULTILATE dataset. Additional dense lay-
ers were added to the architecture to improve its
discriminative abilities. A dropout rate of 0.2 was
applied to the first dense layer and 0.1 to the sec-
ond, balancing model complexity and overfitting
prevention. ResNet50 served as a strong baseline
for visual feature extraction, although its perfor-
mance indicated the need for more specialized ar-
chitectures for visual hate speech detection.

VGG16: VGG16, a convolutional neural net-
work architecture, was also fine-tuned for image
classification tasks on the MULTILATE dataset.
Despite being less deep than ResNet50, VGG16
provides a strong baseline for comparison. Its per-
formance, while moderate, helped identify the chal-
lenges associated with visual hate speech detection
and underscored the need for more tailored image
classification models.

CNN: A simple CNN model was implemented
as an additional baseline for image classification.
Despite its straightforward architecture, the CNN
model offered insights into the effectiveness of ba-
sic convolutional networks for visual hate speech
detection. Its moderate performance highlighted



the need for more complex models to capture subtle
visual cues.

4.3 Baseline Multimodal

The baseline multimodal classifier combines the
CNN-BiLSTM for text and ResNet50 for images.
The fusion of these two modalities was achieved
using a weighted product fusion technique, which
combines the strengths of both models. This ap-
proach was more effective than unimodal models,
demonstrating the potential benefits of integrating
textual and visual information for hate speech de-
tection. The multimodal model was further en-
hanced with dense layers and dropout regulariza-
tion to improve its discriminative power and pre-
vent overfitting.

5 Results

A subset of the MULTILATE dataset consisting
of 1004 pieces of text as a basis for creating and
evaluating a baseline classification model before
the full release of the MULTILATE corpus. The
first subset included 853 samples for training and
validation, whereas another subset of 151 samples
was reserved for testing and the baseline results
are shown in the tables 2, 3 & 4. Table 2 high-
lights the performance of text-based models (CNN-
BiLSTM, BERT, and RoBERTa) for binary and
multiclass classifications, reporting metrics such as
Precision (P), Recall (R), F1 Score (F1), and Accu-
racy (Acc). The results illustrate that while BERT
and RoBERTa achieve higher accuracy in binary
classification, CNN-BiLSTM performs better for
multiclass classification due to its ability to capture
sequential dependencies in text. Table 3 presents
the performance of image-based models (VGG16,
ResNet50, and CNN), showing that ResNet50 pro-
vides marginally better results for both binary and
multiclass tasks, emphasizing its strength in vi-
sual feature extraction. Table 4 compares multi-
modal models combining CNN-BiLSTM for text
and ResNet50 or VGG16 for images. The results
demonstrate that the multimodal approach outper-
forms unimodal models by leveraging complemen-
tary information from text and images, with CNN-
BiLSTM+ResNet50 achieving the highest accuracy.
These tables collectively highlight the effectiveness
and limitations of different models, providing a
benchmark for future studies on multimodal hate
speech detection.

Figure 4: Training Accuracy and Loss on Binaryclass
Text Classification.

Figure 5: Training Accuracy and Loss on Multiclass
Text Classification.

Figure 6: Confusion Matrix on Binary Text Classifica-
tion in the first row, and Multiclass Text Classification in
the second row, CNN-BiLSTM (left), BERT (middle),
and RoBERTa (right).

Class Model P R F1 Acc
Binary CNN-BiLSTM 0.77 0.79 0.79 0.79
Binary BERT 0.90 0.58 0.70 0.84
Binary RoBERTa 0.82 0.66 0.73 0.84

Multiclass CNN-BiLSTM 0.69 0.68 0.69 0.69
Multiclass BERT 0.70 0.68 0.67 0.68
Multiclass RoBERTa 0.71 0.69 0.70 0.69

Table 2: Baseline models’ performance for text modal-
ity: Precision (P), Recall (R), F1 Scores (F1), and Accu-
racy (Acc) for Binary and Multiclass Classification.

Class Model P R F1 Acc
Binary VGG16 0.61 0.60 0.61 0.60
Binary ResNet50 0.60 0.60 0.61 0.60
Binary CNN 0.64 0.63 0.63 0.64

Multiclass VGG16 0.40 0.40 0.41 0.40
Multiclass ResNet50 0.41 0.40 0.41 0.41
Multiclass CNN 0.39 0.39 0.40 0.39

Table 3: Baseline models’ performance for image
modality: Precision (P), Recall (R), F1 Scores (F1),
and Accuracy (Acc) for Binary and Multiclass Classifi-
cation.



Class Model P R F1 Acc
Binary CNN-BiLSTM+VGG16 0.67 0.67 0.68 0.68
Binary CNN-BiLSTM+ResNet50 0.69 0.69 0.68 0.70

Multiclass CNN-BiLSTM+VGG16 0.52 0.51 0.52 0.54
Multiclass CNN-BiLSTM+ResNet50 0.53 0.54 0.52 0.55

Table 4: Baseline models’ performance for multimodal
(text + image) modality: Precision (P), Recall (R), F1
Scores (F1), and Accuracy (Acc) for Binary and Multi-
class Classification.

5.1 Error Analysis

The initial analysis of the MULTILATE dataset
shows promising results for hate speech identifica-
tion. BERT and RoBERTa achieved 0.84 accuracy
in binary classification, while the CNN-BiLSTM
model performed well in multimodal classifica-
tion, with accuracy and loss metrics detailed in
Figures 4 and 5. The confusion matrices in Fig-
ure 6 illustrate the model’s ability to differentiate
between sexist, racist, and neutral information, as
well as between hate and non-hate categories. The
ResNet50 image classifier demonstrated lower per-
formance, indicating the need for more specialized
architectures. Despite this, integrating visual and
textual data has shown advantages over unimodal
approaches. Further optimization and evaluation
with larger MULTILATE datasets are planned for
future studies. These preliminary results confirm
the feasibility of hate speech detection using this
multimodal dataset.

6 Conclusion

This study introduces MULTILATE, a comprehen-
sive dataset designed to advance multimodal hate
speech analysis by incorporating both synthetic vi-
sual content and diverse textual statements. The
inclusion of adversarial examples and detailed in-
terpretability annotations provides an essential re-
source for developing robust and explainable mod-
els. The dataset is constructed using rigorous data
collection methods and benchmarked to assess clas-
sification performance across multiple modalities.
Given the substantial computational requirements
for AI-generated image content, the MULTILATE
dataset will be released in batches. This phased-
release approach is intended to manage the high
resource demands effectively while ensuring acces-
sibility and utility for future research. These efforts
aim to enable significant advancements in under-
standing and mitigating online hate speech through
multimodal analysis.

7 Limitations

Stable Diffusion demonstrates strong performance
in image synthesis but has limitations when pro-
cessing longer texts (over 65 words) and complex
linguistic structures. It often ignores tokens be-
yond a certain length due to computational con-
straints, which can limit its effectiveness. Segment-
ing longer texts into smaller parts could help miti-
gate this issue. The 3W QA model, while helpful
for understanding the “who”, “what”, and “why”
of hate speech, may struggle with vague or ambigu-
ous language, resulting in incomplete or inaccurate
outputs. The model’s reliability depends heavily on
the clarity and quality of the input text. Adversar-
ial examples, crafted to evaluate model robustness,
do not always transfer effectively across different
models or real-world scenarios, which limits their
practical use. To improve model resilience, it is
crucial to generate diverse adversarial examples
for both text and image modalities, though chal-
lenges with transferability remain. Moreover, the
Multilate pipeline requires a substantial amount of
computational power and resources, particularly
for AI image creation using models like Stable Dif-
fusion. Due to these high computational demands,
the dataset will be released in batches to manage the
resource-intensive nature of generating AI-based
images.
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