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Abstract
Named Entity Recognition (NER) in the med-
ical domain is crucial for extracting essential
information from clinical text. Large Language
Models (LLMs) have demonstrated remark-
able capabilities in this task, but their perfor-
mance is highly dependent on the quality of
the prompts. Few-shot prompting or prompt-
by-example, where the input query to LLM is
augmented with one or more sample outputs, is
a well-known technique in guiding the LLMs
to the expected result. The quality of the sam-
ple in the prompt plays an important role in this
task. This paper proposes to improve the perfor-
mance of few-shot prompting for medical NER
on clinical text using a cluster-based strategy
for sample selection. We employ the concepts
from Retrieval Augmented Generation (RAG)
and K-means clustering to identify the most
similar annotated examples for any given input
text. Using these contextually relevant yet di-
vergent training samples as examples, we guide
the LLM toward extracting more accurate med-
ical entities. Our experiments using the llama-2
model show that this approach significantly out-
performs zero-shot prompting and random sam-
pled few-shot prompting in two data sets cho-
sen for this study, demonstrating the efficacy of
cluster-based retrieval in improving few-shot
prompting for medical NER tasks.

1 Introduction

Large Language Models (LLM) are deep neural
networks trained heavily on massive datasets and
are very effective for a wide variety of generative
tasks including machine translation (Zhang et al.,
2023a), question-answering (Li et al., 2024b), and
human-computer conversations (Vemprala et al.,
2023). The potential of LLMs in various extrac-
tion tasks like Named Entity Recognition (NER)

has also been widely explored in the literature (Vil-
lena et al., 2024). LLMs are initially pre-trained
on language modeling tasks and later fine-tuned
to adapt to NER tasks. Their success depends on
the quality and quantity of the annotated datasets
used for this supervised fine-tuning. Instruction-
tuned LLMs used for NER tasks are trained to take
the input query as a component of their prompt
and respond with the NER annotated text using
techniques like slot-filling. Engineering the right
prompt for such models is still an active research
area. LLM prompts need accurate instructions and
appropriate context information to guide them to
the correct output for any specific tasks. Few-shot
prompting technique (Zhang et al., 2023b) that pro-
vides the LLM with sample outputs in their context
has been shown to be effective in improving LLM
responses.

Medical Named Entity Recognition (NER) is
the process of identifying and classifying medi-
cal entities from unstructured text. Recognizing
medical entities is essential for applications like
electronic health record (EHR) analysis, clinical
decision support, and biomedical research (Mon-
ajatipoor et al., 2024). Medical text contains a
wide range of medical terms, including diseases,
medications, symptoms, and treatments, which can
be expressed in diverse ways. Many studies show
that the performance of domain-agnostic LLMs for
medical NER is significantly lower than that of
models trained specifically for the medical domain.
Even domain-specific models require fine-tuning
and retraining to adapt to new datasets, and their
performance gain is only marginal if not none to
traditional extraction techniques. Few-shot prompt-
ing in LLMs for medical NER offers opportunities
to adapt these models to unseen data with mini-



mal sample data and training effort. Considering
the context length limit, identifying the most rel-
evant few-shot samples for the given input text is
a crucial step. This challenge has not been much
explored in the medical domain.

The main objective of this work is to improve
few-shot prompting in pre-trained LLMs for med-
ical NER by proposing a novel approach in sam-
ple selection. Our approach makes use of vector-
based similarity to select the most appropriate k-
shot demonstrations required for model prompting.
To ensure relevance and divergence in the retrieved
samples, we select samples belonging to k-different
clusters whose centroids match the most with the
given input query. We experimented with the open-
source llama2 model for different numbers of clus-
ters and with multiple values for k, on two clinical
datasets. Our findings are reported in the result
section which are promising and call for further
research in this area.

2 Related Work

In recent years, large language models (LLMs)
have demonstrated immense potential in few-
shot and zero-shot clinical information extraction.
Agrawal et al., 2022 explored the use of Instruct-
GPT, showing that LLMs can effectively reduce de-
pendency on large annotated datasets and perform
well on re-annotated datasets like CASI. This is
particularly relevant in healthcare, where annotated
clinical datasets are limited. Similarly, techniques
using pre-trained language models combined with
domain-specific dictionaries and BiLSTM-CRF ar-
chitectures have enhanced NER in unlabelled medi-
cal texts, significantly improving entity recognition
rates (Sinha et al., 2024).

The integration of LLMs such as BERT in meth-
ods like NESSMa, which uses surrounding se-
quence matching, has further improved contex-
tual understanding in clinical text mining (Landolsi
et al., 2022). However, token-level NER, particu-
larly in rare diseases, remains a challenge. Lu et al.,
2024 identified limitations in token-level NER for
LLMs like Meditron and UniversalNER but found
that Llama2-MedTuned-7b shows promising re-
sults, highlighting the potential of open-source
models in this field.

Moreover, advanced systems like BERN2 com-
bine traditional rule-based methods with LLMs,
enhancing both recognition and normalization
tasks (Sung et al., 2022). The use of Retrieval-

Augmented Generation (RAG) models has also
significantly improved knowledge-intensive NLP
tasks, offering better factual accuracy and inter-
pretability (Pichai, 2023). BioMistral, an open-
source model for medical domains, further show-
cases performance improvements through fine-
tuning and model merging techniques (Labrak
et al., 2024).

The Retrieving and Chain-of-Thought (RT)
framework (Li et al., 2024a) enhances few-shot
biomedical named entity recognition (NER) by
combining retrieval and reasoning. The retrieval
module selects relevant examples, providing con-
text for better sentence understanding, while the
Chain-of-Thought module applies systematic rea-
soning to improve entity prediction. Together,
they significantly boost model accuracy. A com-
parative study on BC5CDR and NCBI datasets
demonstrated superior performance, while error
analysis revealed challenges with long and out-of-
vocabulary entities. The RT framework offers a
promising approach for advancing NER in biomed-
ical applications.

A prompting method for few-shot Named Entity
Recognition (NER) using Large Language Models
(LLMs) features a standardized prompt structure
with task definition, few-shot demonstrations, and
a constrained output format to ensure accurate and
structured responses (Cheng et al., 2024). The
method also includes error mitigation prompts to
correct recognition mistakes and optimizes demon-
stration selection for better performance. Ablation
studies assess the impact of each prompt compo-
nent. Overall, this approach improves NER accu-
racy by leveraging LLMs while addressing few-
shot learning challenges across datasets.

The Clustered Retrieved Augmented Genera-
tion (CRAG) approach (Li et al., 2024a) enhances
question-answering systems using Large Language
Models (LLMs) by optimizing data processing. It
begins with collecting product reviews and generat-
ing embeddings using a sentence transformer, fol-
lowed by clustering these embeddings via K-means.
Summarization of each cluster is performed with
the Mistral 7B model to reduce redundancy. The
cluster summaries are then aggregated into a com-
prehensive knowledge base. This method reduces
token usage while maintaining response quality,
improving the system’s efficiency.



3 Dataset

Two clinical NER datasets - MTSamples and
VAERS used in this paper are sourced from (Hu
et al., 2024). MTSamples dataset consists of dis-
charge summaries from MTSamples, which were
annotated based on the guidelines from the 2010
i2b2 challenge, focusing on extracting Medical
Problems, Treatments, and Tests (Uzuner et al.,
2011). VAERS dataset is a collection of publicly ac-
cessible safety reports from vaccine adverse event
reporting system (VAERS), focused on extracting
events related to nervous system disorders (Du
et al., 2021).

The MTSamples dataset is completely synthetic,
meaning it was generated artificially and does not
include any real patient information. The VAERS
dataset comes from publicly available post-market
safety reports that are anonymized and do not con-
tain any personal data. As a result, no sensitive
information was shared, ensuring that this study
poses no privacy concerns.

The two datasets were split into training, val-
idation, and test subsets. The training subset is
used as the external knowledge base to provide the
few-shot samples, whereas the test subset is for
evaluating the model’s performance and for com-
parative analysis. Table 1 and Table 2 represent
a descriptive summary of the entities found with
these datasets.

Entities Train Valid Test Total
Investigation 148 29 59 236

Nervous 406 83 162 651
adverse event

Other 301 62 167 530
adverse event

Procedure 338 57 126 521

Table 1: Statistics of the VAERS dataset (Hu et al.,
2024)

Entities Train Valid Test Total
Medical Problem 538 203 199 940

Treatment 149 43 35 227
Test 120 39 50 209

Table 2: Statistics of the MTSamples dataset (Hu et al.,
2024)

4 Methodology

The architecture for the proposed Cluster-based Re-
trieval Augmented Extraction (CRAE) approach is
shown in Figure 1. For our experiments, we use the
training data split of the respective dataset as the
external knowledge store, although it can be any
named entity annotated data. These documents are
first split into manageable chunks and are embed-
ded using a pre-trained Hugging Face model. The
embeddings are stored in FAISS, a vector database
designed for efficient retrieval. The nearest k-shots
retrieved from this vector store are not only very
similar to the input query but also each other. Our
experiment showed that augmenting more than one
such sample in the prompt did not improve the per-
formance of the model but rather had an inverse
effect. To address this issue, we clustered these
embeddings into n clusters out of which k clusters
were used in prompting. For each input query in the
test dataset, we retrieve the most similar example
from each cluster by performing a similarity search
between the cluster centroids and the input query
embedding. These selected examples were then
used as context for the query. Both the query and
the context are passed to a large language model
(LLM) through a pre-defined prompt template to
generate informed responses.

The task specific prompt template for MTSam-
ples is shown in Table 3.

Table 4 shows the prompt template used with
VAERS dataset.

4.1 Data preprocessing

The BIO (Begin-Inside-Other) format, which is
commonly used for classification tasks like Named
Entity Recognition(NER) in traditional classifi-
cation model is not very effective for generative
LLM like ChatGPT or llamaChat. The goal of pre-
processing is to convert the BIO tagged data into
an entity list format devoid of the B and I prefix.
Instead of a tagging problem, we model NER as
an entity extraction problem where the input is an
unstructured text and output is a list of lists, one for
each entity type. Any word not classified under the
predefined entity types is assigned to the "Other"
category. We use a carefully hand-crafted prompt
template with entity markup guide, and entity defi-
nitions along with the retrieved few-shot examples,
as shown in Table 3 and 4. The model is prompted
to present a separate list of entities for each type
except the "Other" type. The response from the



Figure 1: Architecture of Cluster based Retrieval Augmented Extraction (CRAE)

You are a medical named entity recognition model
marking up specific entities related to healthcare.

### Entity Markup Guide
Use "problem" to denote a Medical Problem.
Use "treatment" to denote a Treatment.
Use "test" to denote a Test.

### Entity Definitions
Definition for Medical Problem, Treatment and
Test

Example: {context}

### Task
Based on the Example, extract specific entities re-
lated to healthcare from the input text . Entities to
be identified are of the following categories.
Categories:
-problem
-treatment
-test

NOTE:
1) Output should contain entities which are explic-
itly mentioned in the input text.
2) Entities should be extracted by strictly following
"Entity Markup Guide", "Entity Definitions" and
"Annotation Guidelines".
Please provide output in the required format.
Input Text: "text"
Entities:
"""

Table 3: Prompt template for MTSample

LLM is converted to a list of lists for evaluation.

4.2 Models

For our experiments, we utilized the LLaMa-2-
7b-chat-hf model. Meta developed and publicly
released the Llama 2 family of large language mod-
els ranging from 7 billion to 70 billion parameters
(Touvron et al., 2023). Llama-2-chat-hf are fine
tuned and are optimized for dialogue use cases.
This model is used to compare the effectiveness of
zero-shot, one-shot, and CRAE few-shot prompt-
ing.

4.3 Evaluation

The performance of the models is evaluated based
on Accuracy (A), Precision (P), Recall (R), and
F1-score at the token level, using both Strict and
Relaxed Match. In Token Level Strict Match the
boundaries of the entity must perfectly align with
the boundaries of the tokens in the text. Relaxed
Match allows partial overlap i.e. overlaps between
the entity and other tokens are considered partial
matches. Consider the example of LLM-generated
output shown below.

Input Text:
The patient had a persistent cough.
Entities:
- problem: ['cough']
- treatment: []
- test: []

Suppose, the ground truth has "a persistent cough"
marked as a problem entity, the Strict Match algo-
rithm would consider this output as a mismatch. In
Relaxed Match evaluation, the accuracy would be
considered as 1/3 as 1 token out of the 3 have been
correctly extracted.



You are a medical named entity recognition model
marking up specific entities related to healthcare.

### Entity Markup Guide
Use "investigation" to denote an investigation.
Use "nervous_AE" to denote a nervous adverse
event.
Use "other_AE" to denote an other adverse event.
Use "procedure" to denote a procedure.

### Entity Definitions
Definition for Investigation, Nervous adverse event,
Other adverse event and Procedure

Example: {context}

### Task
Based on the Example, extract specific entities re-
lated to healthcare from the input text . Entities to
be identified are of the following categories.
Categories:
-investigation
-nervous_AE
-other_AE
-procedure

NOTE:
1) Output should contain entities which are explic-
itly mentioned in the input text.
2) Entities should be extracted by strictly following
"Entity Markup Guide", "Entity Definitions" and
"Annotation Guidelines".
Please provide output in the required format.
Input Text: "text"
Entities:
"""

Table 4: Prompt template for VAERS dataset

5 Result and Discussion

We have experimented the models for different val-
ues of n (number of clusters created) and k (number
of clusters selected) and those results are discussed.
Figure 2 shows the impact of the number of few-
shot demonstrations (k) on the performance for MT-
Samples with 126 clusters, with k clusters chosen
based on the nearest centroids to the input embed-
ding. The evaluation metrics vary as the number
of selected clusters changes. The best performance
can be seen at k=6. Figure 3 shows the evaluation

Figure 2: Evaluation results on MTSamples having
total of 126 clusters and selecting different number of
clusters(k) for best match :Relaxed Match

results on MTSamples using a 2-shot prompt. The
results show the performance for different numbers
of clusters created, with two clusters being selected
based on the centroids closest to the input query
embedding. The best performance can be seen at a
cluster count of 126.

Figure 3: Evaluation results on MTSamples for 2-shot
prompt with different clusters :Relaxed Match

The Table 5 shows the performance of zero-
shot and CRAE-k shots using Llama-2-7b-chat-hf
model, evaluated under both Token Level-Strict and
Relaxed matching criteria on MTSamples. Overall,
the CRAE-k model achieved the highest F1-score
0.831 and 0.854 for both Token Level-Strict and
Relaxed matching respectively, indicating the best
overall performance at k = 6.



Token Level -Strict Match Relaxed Match
A P R F1 A P R F1

zero-shot 0.791 0.754 0.791 0.758 0.805 0.777 0.805 0.776
one-shot 0.798 0.77 0.798 0.777 0.815 0.795 0.815 0.798
CRAE-1 0.84 0.828 0.84 0.826 0.8592 0.847 0.859 0.847
CRAE-k 0.84 0.833 0.84 0.831 0.862 0.86 0.862 0.854

Table 5: Evaluation results on MTSamples for zero-shot, one-shot, CRAE-1 and CRAE -k, where k = 6

Token Level -Strict Match Relaxed Match
A P R F1 A P R F1

zero-shot 0.728 0.679 0.728 0.636 0.728 0.678 0.728 0.637
one-shot 0.75 0.688 0.75 0.703 0.757 0.7 0.757 0.711
CRAE-1 0.75 0.73 0.75 0.703 0.763 0.735 0.763 0.709
CRAE-k 0.747 0.716 0.747 0.677 0.75 0.72 0.75 0.68

Table 6: Evaluation results on VAERS dataset for zero-shot, one-shot , CRAE-1 and CRAE -k where k= 15

The Table 6 shows the performance on VAERS
dataset. Overall, the CRAE-1 achieved the highest
values for evaluation metrices like accuracy 0.758
and 0.763 for both Token Level-Strict and Relaxed
matching respectively, indicating the best overall
performance.

6 Conclusion and Futureworks

This paper presents a novel approach to enhance
few-shot prompting for Named Entity Recognition
(NER) in the medical domain. By leveraging K-
means clustering and embedding similarity, we pro-
pose a cluster-based sample selection strategy to
identify contextually relevant yet diverse training
examples in few-shot prompting. Our experiments
demonstrate that this approach significantly outper-
forms zero-shot prompting and random sampled
few-shot prompting on two medical datasets. How-
ever, further research is needed to explore this ap-
proach using more open-source domain-agnostic
models. A thorough qualitative analysis of the
results could give more insights to improve the re-
sults. Our study was limited by the availability of
computing power to run the model. The usage of
more advanced embedding models or fine-tuning
the current models can make the similarity search
more accurate. This would help retrieve better and
more relevant context. Exploring the use of hy-
brid search methods that combine semantic and
keyword-based approaches might further enhance
retrieval performance. This work could potentially
lead to even more robust and generalizable solu-
tions for NER few-shot prompting across various

domains.

7 Limitations

There are several limitations that affect the overall
performance and scalability of the approach. The
availability of models can restrict our approach, as
not all models are accessible for research purposes.
Additionally, some of the most effective models
are expensive, which can pose financial constraints
for researchers and institutions. Processing time is
another concern, as more complex models may re-
quire significant computational resources and time
to generate results .The availability of annotated
datasets is very important for training and evalu-
ating models, but such datasets are often limited
or difficult to obtain, especially in specialized do-
mains. These factors collectively impact the scala-
bility and applicability of our findings.

Ethics Statement

This work adheres to the ACL Ethics Policy and
considers the broader impacts of our research. We
acknowledge that language models, including those
utilized in this study, can inadvertently perpetuate
biases present in training data, leading to potential
ethical concerns in applications. Our approach em-
phasizes transparency, aiming to mitigate these bi-
ases by employing rigorous evaluation techniques
and promoting fair usage. Additionally, we rec-
ognize the importance of data privacy and confi-
dentiality; all datasets used in our research comply
with relevant regulations and ethical standards. We
encourage further discussions on the implications



of our findings and their responsible application in
real-world scenarios. Through this work, we aim
to contribute positively to the field while fostering
ethical research practices.
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