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Abstract 1 

India’s vast linguistic diversity presents 2 

unique challenges and opportunities for 3 

technological advancement, especially in 4 

the realm of Natural Language Processing 5 

(NLP). While there has been significant 6 

progress in NLP applications for widely 7 

spoken languages, the regional languages 8 

of India, such as Marathi and Hindi, remain 9 

underserved. Research in the field of NLP 10 

for Indian regional languages is at a 11 

formative stage and holds immense 12 

significance. The paper aims to build a 13 

platform which enables the user to use 14 

various features like text anonymization, 15 

abstractive text summarization and spell 16 

checking in English, Hindi and Marathi 17 

language. The aim of these tools is to serve 18 

enterprise and consumer clients who 19 

predominantly use Indian Regional 20 

Languages. 21 

1 Introduction 22 

In the exponential expansion of digital 23 

communications and India’s progressing toward 24 

the “Digital India Campaign”, the necessity for 25 

tools and services that can fulfil the need of people 26 

to understand the texts and documents in Indian 27 

regional languages has expanded. While existing 28 

text processing tools effectively support prominent 29 

languages such as English, the development of 30 

comparable services for Indian regional languages 31 

remains significantly underdeveloped, hindering 32 

progress in these domains. 33 

This platform will be designed to empower 34 

services in regional languages like Hindi and 35 

Marathi which are two of the most spoken 36 

languages in India by leveraging advanced NLP 37 

techniques. The platform will incorporate 38 

following core functionalities: 39 

1. Text anonymization: In today’s highly 40 

connected world, there are vast amounts of 41 

data that is generated every minute. These 42 

large volumes of data must be collected, 43 

stored and indexed before it is used for 44 

various downstream tasks. However, most 45 

of this data is strife with Personally 46 

Identifiable Information (PII). PII can be 47 

any information like Name, Gender, 48 

Organization, etc which can be used 49 

independently or in combination with 50 

other PII to identify an individual or an 51 

organization. The exposure of PII can have 52 

severe consequences including identity 53 

theft, financial fraud, and reputational 54 

damage. The potential for misuse of PII is 55 

especially concerning in contexts where 56 

sensitive information, such as medical 57 

records, financial data, or biometric 58 

details, is involved. To solve this issue, all 59 

data points should be anonymized before 60 

publishing. Anonymization simply means 61 

removing this sensitive information. This 62 

step is crucial to protect individuals' 63 

privacy and mitigate the risks associated 64 

with the PII exposure. 65 

2. Text summarization: One of today’s major 66 

challenges is managing information 67 

overload so users can quickly grasp key 68 

ideas from large documents. Summaries 69 

enhance the efficiency of information 70 

sharing, enabling people to understand 71 
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essential points regardless of their literacy 72 

skills. By offering a quick overview, 73 

summaries help users decide the relevance 74 

of a document. This is particularly 75 

valuable in fields like research, legal 76 

analysis, and data extraction, where 77 

finding the right information is crucial. In 78 

NLP, summarization also supports other 79 

features like text analysis, translation, and 80 

sentiment analysis. 81 

3. Spell correction: With the increase in 82 

various tools and platforms, there is a need 83 

for people to effectively and correctly 84 

present their ideas. For any writing tool 85 

having a basic spell checker is essential as 86 

it improves accuracy and efficiency of the 87 

entire process. For non-native speakers or 88 

learners having a good spell checker which 89 

supports various languages improves the 90 

overall experience of writing content in 91 

any desired language. This paper talks 92 

about various techniques used for 93 

implementing multilingual spell checkers. 94 

The primary objective of this platform is to 95 

facilitate communications in these languages to 96 

progress towards the digital India future in hand 97 

with the regional languages. By fulfilling the 98 

demands for text processing in these languages the 99 

platform will seamlessly facilitate the services in 100 

English along with Hindi and Marathi. 101 

This paper explores the implementation of 102 

existing systems and technologies along with 103 

approaches and methodologies that will be 104 

followed to design the platform. The following 105 

sections will detail the literature survey and 106 

proposed system along with the potential impact of 107 

the platform on multilingual services. 108 

2 Literature Survey 109 

2.1 Text Anonymization 110 

Anonymization is a data protection technique that 111 

involves transforming or removing Personally 112 

Identifiable Information (PII) from data to make it 113 

unidentifiable. Anonymization has two stages: first 114 

is the detection of sensitive information from a 115 

given text and second is replacing the detected 116 

sensitive information with placeholder or random 117 

values. For the first stage, there are various 118 

techniques to detect PII like Rule Based tagging, 119 

dictionary lookups, part-of-speech (POS) tagging 120 

and named entity recognition (NER), but the latter 121 

two offer the best results, especially while handling 122 

out of vocab terms. POS tagging involves 123 

tokenizing sentences into words or tokens and 124 

assigning a grammatical class to each token. When 125 

POS tagging was introduced, it used classical 126 

techniques like Maximum Entropy Modelling [1]; 127 

however with the advancements in natural 128 

language processing, it evolved to using various 129 

modern machine learning models like LSTMs, 130 

CRFs and neural networks [2]. While part-of-131 

speech was quite effective during its advent, it was 132 

later overshadowed by the advancements in named 133 

entity recognition. The term ‘named entity’ was 134 

first introduced at the sixth Message 135 

Understanding Conference [3], where the task of 136 

such a system was to detect classic entities like 137 

persons, locations and organizations in text. Since 138 

then, the task of named entity recognition has 139 

evolved to also include fine-grained NER to detect 140 

subcategories in entities [4] and nested NER to 141 

detect nested entities [5]. 142 

[6] and [7] compare the use of CRFs, LSTMs, 143 

Language Models and Transformer models for 144 

Named Entity Recognition (NER). Both of these 145 

works highlight the efficiency of transformer-based 146 

NER models, which consistently outperform 147 

traditional approaches. While these results are 148 

remarkable, much like most of the work in NLP, 149 

they focus only on the English language.  150 

Across the past works on the Hindi language, 151 

FIRE 2014 [8] dataset (NER dataset for English, 152 

Hindi, Tamil and Malayalam) and WikiANN [9] 153 

dataset (NER dataset of 10,000 sentences for 282 154 

languages) have garnered a lot of interest and led 155 

to multiple adaptations of different pretrained 156 

models for the task of Hindi NER. However, the 157 

first true gold standard dataset for Hindi NER was 158 

the HiNER [10] dataset and corresponding NER 159 

models released in 2022. It comprises over 100,000 160 

manually annotated sentences and 11 entity 161 

categories.  162 

Similarly for Marathi, until recent years, the 163 

only available NER corpus were the WikiANN 164 

dataset (included Marathi language) and the IIT 165 

Bombay Marathi NER Corpus [11], both of which 166 

were limited in dataset size and the number of 167 

entities. A breakthrough in the field of Marathi 168 

NER was the L3Cube-MahaNER [12] dataset and 169 

BERT models, which comprises 25,000 manually 170 

annotated sentences and 7 entity categories. 171 

Another noteworthy mention is the Naamapadam 172 

[13] dataset and IndicNER models which provide 173 
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a NER corpus for 11 Indian languages including 174 

Hindi and Marathi. We aim to further expand on 175 

this previous work and develop a single model 176 

which can perform NER for Hindi and Marathi 177 

languages.  178 

The second stage involves the replacement of 179 

the detected entities with certain placeholder 180 

values. There are various anonymization 181 

techniques like Suppression (replaces each 182 

character of detected entity with ‘*’), Permutation 183 

(changes sequence of characters), Hashing 184 

(generates unique hash for each detected entity), 185 

Generalization (replaces detected entity with a 186 

generalized term (e.g.  - Zip Code is replaced by the 187 

city name)) and Pseudonymization (replaces the 188 

detected PII with a semantically similar 189 

placeholder).  190 

While all these techniques provide privacy and 191 

prevent the exposure of PII, Pseudonymization is 192 

not only the most sophisticated, but also the most 193 

effective in preserving the semantic usefulness of 194 

the context. This makes it the most effective 195 

technique in sanitizing text and datasets for 196 

different NLP tasks. The generation of pseudonyms 197 

for replacement is a complex task, and is driven by 198 

various characteristics like token length, variation 199 

in token styles and sub-categories within entities. 200 

Due to these complexities, pseudonym generation 201 

is an active area of research in the NLP space, with 202 

various approaches like Dictionary lookups, rule-203 

based matching and the use of generative models. 204 

[14] uses Dictionary lookup for Pseudonymization. 205 

The dictionary was prepared by curating data 206 

points from WikiData and replacements were 207 

chosen at random from the dictionary. [15] also 208 

compared anonymization across methods 209 

involving LLMs to generate pseudonyms and Seq-210 

2Seq model. [16] uses NER for detection and fine-211 

tuned BERT models for pseudonym generation. 212 

While these works are quite comprehensive in their 213 

research, most of this research is limited to the 214 

English language, with little work being done for 215 

Indian regional languages. Our research aims to 216 

implement these techniques for Hindi and Marathi 217 

language and publish a series of Pseudonym 218 

generation models for the same.  219 

2.2 Abstractive Text Summarization 220 

Early approaches to text summarization relied 221 

predominantly on extractive approaches, but with 222 

the significant advancement in the field of Natural 223 

Language Processing the opportunities to perform 224 

the task of summarizing via an advanced or more 225 

efficient approach is possible. Abstractive text 226 

summarization, a more efficient approach of 227 

extractive summarization is possible using the 228 

neural network models to generate more coherent 229 

and human like summaries. 230 

In [17] the authors investigated several automatic 231 

text summarization (ATS) systems, both 232 

abstractive and extractive methods. They highlight 233 

the importance of artificial intelligence, 234 

particularly the use of the sequence-to-sequence 235 

(seq2seq) model in extracting of central ideas. 236 

These models are different from the extractive 237 

techniques in way that they re-word content to 238 

express main ideas rather than simply taking out 239 

sentences that are important. The journal also 240 

examines recurrent neural networks (RNNs), long 241 

short-term memory networks (LSTMs), and 242 

transformer-based models as the standard 243 

architectures used to develop summarization 244 

methods. [18] proposes Hindi text summarization 245 

with a challenge and introduces IndicBART, a 246 

transformer model that is pre-trained on a 247 

multilingual corpus and fine-tuned on Hindi. 248 

Through transfer learning, IndicBART shares 249 

information from the English language to be 250 

effective in Hindi, gaining a ROUGE-1 F1 score of 251 

0.544 for abstractive summaries, thus already 252 

promising despite little data. 253 

[19] and [20] focus on abstractive summarization 254 

for Marathi. Even though transformer-based 255 

models improved summary quality significantly, 256 

they do not reach human-like results. Paper [19] 257 

reports attention-based and stacked LSTM 258 

Seq2Seq models using stop-word and rare-word 259 

lists for Hindi and Marathi with ROUGE scores of 260 

0.61 (recall) and 0.625 (precision) whereas [20] 261 

presents a Deep Belief Network and Decision Tree 262 

based approach that achieves 95.49% precision and 263 

92.76% accuracy. 264 

[21] provides a detailed overview of how the script, 265 

particularly Hindi, has evolved regarding 266 

abstractive text summarization. Like [19], the 267 

discussion revolves around the complexity of the 268 

script and sentence structure. The authors compare 269 

traditional rule-based systems with modern neural 270 

networks and explain why these models are 271 

effective while processing Hindi text. Detailed 272 

inspection of seq2seq models [22] shows that they 273 

can be used for Hindi, mainly due to the 274 

effectiveness of these models in handling complex 275 

sentences and in producing coherent summaries. 276 
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[17] rightly emphasizes the need for attention 277 

mechanisms for improving the quality of Hindi 278 

summaries. In fact, promising results have already 279 

been observed with the transformer-based BERT, 280 

GPT & T5 fine-tuned models for Hindi, following 281 

pre-training on large multilingual corpora. 282 

[23] proposed a transliteration-based approach to 283 

improving Hindi text summarization. The authors 284 

recommend representing Hindi text in Romanized 285 

form before processing. This removes all word 286 

segmentation and character ambiguities. The 287 

results in fine-tuning with this method generated a 288 

0.5510 ROUGE-1 score. The authors address the 289 

potential benefits of this method over classic 290 

techniques regarding both semantic coherence and 291 

fluency in adaptation. New possibilities of cross-292 

lingual adaptation of NLP models arise with this 293 

approach as well. 294 

[24] aims at creating a news summarization tool 295 

that includes many ML models, including BERT 296 

and TextRank, in combination with NLP 297 

techniques like Named Entity Recognition (NER). 298 

It is mainly extractive in nature, but this marks the 299 

first step towards abstractive techniques by 300 

improving the contextual knowledge developed in 301 

the machine and generating human-like 302 

summaries. The combination of NLP and ML 303 

marks the transition from traditional techniques 304 

towards advanced neural network-based 305 

techniques for making the extraction of the news 306 

summarization. 307 

[25] describes in detail datasets for Indian 308 

languages, which are significant for training 309 

models in regional languages. The authors have 310 

pointed out a problem of such scarce annotated 311 

datasets for abstractive summarization systems. 312 

They offer a comparative analysis of these datasets 313 

based on size, diversity, and content. The analysis 314 

stands out to be crucial for understanding current 315 

progress in such diverse datasets. As stated in [19] 316 

and [20], the key role that transfer learning and pre-317 

trained models play is distinguished to overcome 318 

possible limitations due to scarcity of large dataset 319 

for Indian regional languages. 320 

[26] presents a Hindi text summarization method 321 

that is a combination of extractive and abstractive 322 

methods. This is done by using a two-step process: 323 

first by choosing important sentences through the 324 

feature positions, keyword frequency, and title 325 

similarity, and then, after removing the redundant 326 

contents, making a good summary of the text. The 327 

method would have been better if it was rather 328 

based on sentence selection and elimination, 329 

however, the authors imply that combining modern 330 

methods, e.g. neural networks or transformers, will 331 

cause a significant improvement. 332 

2.3 Spell checker 333 

One of the earliest approaches to spell checking 334 

involved dictionary-based techniques. These 335 

methods identify misspelled words by checking 336 

each word against a predefined dictionary. While 337 

this approach works well for standard languages 338 

with comprehensive lexicons, it becomes 339 

challenging when applied to regional languages 340 

such as Marathi and Hindi. These languages are 341 

underrepresented in digital corpora, making 342 

dictionary creation and maintenance difficult [27].  343 

Another approach includes probabilistic and 344 

machine learning-based methods. N-gram models, 345 

for example, analyze word sequences to predict the 346 

most likely word combinations, which aids in 347 

detecting and correcting spelling errors within 348 

context. In languages like Hindi and Marathi, 349 

where context plays a significant role in meaning, 350 

these methods have shown promise. However, 351 

challenges remain in obtaining large enough 352 

datasets for these models to function effectively in 353 

non-English languages [27,28]. 354 

Another modern approach involves the use of edit 355 

distance algorithms, such as the Levenshtein 356 

distance, to quantify how different two strings are 357 

and suggest corrections based on the closest 358 

matching word. While edit distance methods work 359 

well for detecting simple typos, they struggle with 360 

more complex errors, particularly in languages 361 

with script and orthography distinct from English.  362 

Hybrid methods that combine dictionary-based 363 

techniques with machine learning models have also 364 

been explored in recent years. These methods aim 365 

to leverage the strengths of both approaches by 366 

using machine learning to identify likely 367 

corrections while still ensuring that suggestions 368 

conform to the basic linguistic rules of the 369 

language. Such techniques are especially useful in 370 

handling challenges posed by the morphological 371 

complexity of Marathi and Hindi [27,28]. 372 

One major obstacle is the lack of extensive 373 

linguistic resources, such as annotated corpora and 374 

comprehensive dictionaries, for these languages. 375 

Unlike English, where vast amounts of data are 376 

available for training and testing, Indian languages 377 

suffer from a scarcity of high-quality linguistic 378 

datasets. This limits the performance of both rule-379 
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based and machine learning-driven spell checkers, 380 

as they require large datasets to function effectively 381 

[29]. 382 

[29] explores the intricacies of creating a spell-383 

checking system for the Shahmukhi script, a less 384 

commonly studied script used in the Punjabi 385 

language. The design considerations, such as the 386 

identification of specific phonetic variations, 387 

typographical errors, and the integration of 388 

linguistic rules, offer valuable insights that can be 389 

extended to other regional languages like Marathi 390 

and Hindi. The method presented uses rule-based 391 

and statistical approaches to develop a 392 

comprehensive spell checker that considers the 393 

linguistic characteristics of the target language. 394 

This combination of approaches ensures a higher 395 

rate of error detection and correction, which is 396 

crucial for regional languages with rich 397 

morphological structures [30]. 398 

In the context of multilingual NLP systems, the 399 

application of spell-checking algorithms must 400 

address not only the diverse character sets and 401 

scripts but also the nuances in grammar and 402 

vocabulary. The Shahmukhi spell checker 403 

highlights how leveraging specific linguistic 404 

features, such as affixes and phonetic patterns, can 405 

be pivotal for improving the spell-checking 406 

accuracy in non-Latin scripts [29]. The inclusion of 407 

a large and well-annotated corpus further enhances 408 

the system’s performance, a strategy that is equally 409 

applicable to Marathi and Hindi. The use of 410 

dictionaries and corpora can greatly aid in 411 

developing spell checkers that are not only accurate 412 

but also contextually aware, reducing the 413 

likelihood of inappropriate corrections. 414 

3 Proposed System 415 

3.1 Text Anonymization 416 

We aim to develop an anonymization engine for 417 

Indian Regional languages, using 418 

pseudonymization [15] technique, with a focus on 419 

Hindi and Marathi. This requires the use of a NER 420 

model for identification of PII and using custom 421 

techniques to implement pseudonymization. We 422 

plan to experiment with various generative models 423 

to generate pseudonyms for Hindi and Marathi.  424 

The language specific NER models outlined in [10] 425 

and [12] appear to outperform IndicNER, as 426 

indicated by their respective evaluation techniques. 427 

However, there is a scarcity of such language 428 

specific NER models, due to a lack of a large 429 

corpus. We aim to address this problem by training 430 

a multilingual NER model to handle both Hindi 431 

and Marathi language and compare our results with 432 

that of MahaNER and HiNER based models. 433 

 434 

 435 

3.2 Abstractive Text Summarization 436 

The task for abstractive text summarization for 437 

Hindi would be carried out using the “Hindi Text 438 

Short and Large Summarization Corpus” [31,32] 439 

dataset along with the Hindi language dataset 440 

provided by ILSUM.   441 

For Marathi summarization we chose to translate a 442 

dataset provided by “CNN-DailyMail News Text 443 

Summarization” [33] with number of instances 444 

over 300k into Marathi language out of which we 445 

have already complete the translation of 446 

approximately 60k instances at the time of writing 447 

this survey paper. 448 

 449 

  450 

Figure 2 Abstractive Text Summarization Proposed 451 

System 452 

 453 

The model we chose to use are: 454 

 455 

3.2.1   BART based model 456 

IndicBART provided by AI4Bharat based on 457 

BART which is a denoising autoencoder that maps 458 

a corrupted document to the original document 459 

through a sequence-to-sequence model with a 460 

Figure 1: Proposed System for Text Anonymization  
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bidirectional encoder over corrupted text and a left-461 

to-right autoregressive decoder [18].  462 

Fine-tuning Facebook's BART-large-cnn model 463 

involves adapting the pre-trained model, optimized 464 

for English text summarization, to work with 465 

Marathi and Hindi datasets allowing benefits of 466 

pre-existing fine-tuning on CNN dataset. 467 

3.2.2   LSTM-based models 468 

The Time Distributed Stacked LSTM [19] 469 

model involves stacking two LSTM layers in the 470 

encoder making the model effective for capturing 471 

complex patterns in text data and hence making it 472 

useful for summarizing tasks. The first LSTM layer 473 

processes the input sequence, and its output is fed 474 

into the second LSTM layer.  475 

The Attention mechanism is a significant 476 

enhancement to LSTM models, allowing the 477 

network to focus on specific parts of the input 478 

sequence. In the Attention-Based Stacked LSTM 479 

model [19], three LSTM layers are stacked 480 

together. This is achieved by using the attention    481 

helps the model decide which words in the input 482 

sequence are most relevant to the current word 483 

being generated in the summary.  484 

3.2.3   Deep Recurrent Neural Networks 485 

(DRNN) 486 

Deep Recurrent Neural Networks (DRNN) are an 487 

extension of traditional RNNs with multiple hidden 488 

layers by stacking RNN layers, enabling the 489 

network to capture more complex patterns in the 490 

data [21] and overcome limitations of shallow 491 

RNNs allows model to capture intricate patterns in 492 

text . 493 

3.3 Spell checker 494 

Our approach for Spell checker includes four main 495 

stages: Error Detection, Generating Candidate 496 

Suggestion, Ranking Suggestions and Replacing 497 

Incorrect word with correct word. 498 

3.3.1 Error Detection: 499 

We keep our error-search strictly to non-words 500 

errors; for every token in a sentence, we check for 501 

its occurrence in the dictionary.  502 

3.3.2 Generating Candidate Suggestion: 503 

Given an unknown token, we generated a list of all 504 

known words within an edit distance of 2, calling 505 

them candidate suggestions. Two intuitive 506 

approaches for generating suggestions that work 507 

reasonably well on smaller datasets are: checking 508 

the edit distance of the misspelled word against all 509 

words in the dictionary faces challenge with large 510 

corpora, and generating a list of all words within an 511 

edit distance of 2 from the incorrect spelling faces 512 

challenges with longer words. 513 

3.3.3 Ranking Suggestions: 514 

We use Minimum edit distance to rank the 515 

suggestions. Minimum edit distance measures how 516 

many operations are required to change one word 517 

into another. These operations can include: 518 

 Insertion: Adding a character. 519 

 Deletion: Removing a character. 520 

 Substitution: Replacing one character 521 

with another. 522 

 Transposition: Swapping two adjacent 523 

characters. 524 

By calculating the edit distance for all possible 525 

correct words, we can rank them based on their 526 

distance from the incorrect word.  527 

3.3.4 Replacing Incorrect word with Correct 528 

word: 529 

At the end we compare the result from n-grams            530 

and the top-k result from suggested correct words 531 

and if there is a match in those two results, the 532 

matched word is replaced with the incorrect word. 533 

If there is no match in those two results, the top 534 

ranked suggested result is replaced with the 535 

incorrect word.  536 

 537 

 538 

Figure 3: Spell Checker Proposed System 539 

4 Conclusion 540 

Recent advancement in the field of Natural 541 

Language Processing (NLP) have shown 542 

remarkable progress in applications namely text 543 

summarization, spell checking and data 544 

anonymization. But the development of equivalent 545 

tools in Hindi and Marathi is relatively nascent. 546 

While some research exists, a unified platform 547 

integrating various NLP tasks is still lacking. 548 

The research highlights the potential of developing 549 

a user-friendly platform for text summarization, 550 

spell checking, anonymization and sentiment 551 

analysis especially for Marathi and Hindi language 552 

which significantly contribute to digital inclusion. 553 

Our proposed system focuses on addressing 554 

challenges like data scarcity and language 555 

complexity by implementing state-of-the-art AI 556 

and ML technologies by combining available 557 

resources with our own datasets. 558 
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