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Abstract
This research work presents a novel approach
to enhancing masked word prediction and
sentence-level semantic analysis in Tamil lan-
guage models. By synergistically combining
BERT and Sentence-BERT (SBERT) models,
we leverage the strengths of both architectures
to capture the contextual understanding and se-
mantic relationships in Tamil Language sen-
tences. Our methodology incorporates sen-
tence tokenization as a crucial pre-processing
step, preserving the grammatical structure and
word-level dependencies of Tamil sentences.
We trained BERT and SBERT on a diverse cor-
pus of Tamil data, including synthetic datasets,
the Oscar Corpus, AI4Bharat Parallel Corpus,
and data extracted from Tamil Wikipedia and
news websites. The combined model effec-
tively predicts masked words while maintain-
ing semantic coherence in generated sentences.
While traditional accuracy metrics may not
fully capture the model’s performance, intrin-
sic and extrinsic evaluations reveal the model’s
ability to generate contextually relevant and lin-
guistically sound outputs. Our research high-
lights the importance of sentence tokenization
and the synergistic combination of BERT and
SBERT for improving masked word prediction
in Tamil sentences.

1 Introduction

In the era of digital communication, the signifi-
cance of Natural Language Processing (NLP) ex-
tends beyond the mere processing of common lan-
guages like English or Mandarin to encompass re-
gional and less commercially prominent languages.
Tamil is a language spoken by millions in India and
the global Tamil diaspora, presents unique chal-
lenges and opportunities in the realm of NLP. Un-
like Indo-European languages that have been the

focus of most NLP research, Tamil language have
features which are highly agglutinative structure,
rich morphological forms and syntactic complexity
that differ markedly from those languages. These
features require specialized approaches for effec-
tive processing and understanding in automated
systems.

Traditional NLP models like BERT (Bidirec-
tional Encoder Representations from Transform-
ers) have revolutionized the way machines under-
stand human languages by learning context depen-
dent word meanings from vast amounts of text.
However, when applied to languages like Tamil,
these models often struggle due to the lack of suffi-
ciently large and diverse training datasets, as well
as the intrinsic linguistic features. In addition,
while BERT models may perform well at capturing
contextual information at the word level, they may
not work as effectively with sentence-level seman-
tics, which are particularly important for languages
with complex sentence structures, such as Tamil.

In order to address and to overcome these dif-
ficulties, our research work combines BERT with
Sentence-BERT (SBERT), a variant of the standard
BERT model that focus to represent sentences in
a semantic space for better understanding of the
sentence meaning. This approach aims to make use
of the strengths of both BERT, with its deep word-
level context understanding, and SBERT model
with its ability to produce meaningful sentence em-
beddings. By training these models with a detailed
data set, this research work explained how these
integrated approach can increase both the accuracy
and the semantic coherence of language models
for Tamil Language .



1.1 Key objectives of this research work
• Challenges in Masked Word Prediction:

Due to context sensitivity in Tamil language
sentence structure often depends on contex-
tual information, making masked word predic-
tion more challenging for models. Accurately
capturing the surrounding context is crucial
for successful predictions in Tamil sentences.

• Handling Low-Resource Data with a Fo-
cus on Contextual Understanding: This
research focuses on enhancing the model’s
ability to handle low-resource Tamil datasets
by fine-tuning models to better understand
sentence context. By emphasizing contextual
understanding, the fine-tuned models signif-
icantly improve their capacity to capture the
complex syntactic and semantic nuances of
Tamil sentences, even with limited training
data.

• Ambiguity in Masked Word Prediction:
Tamil language often has multiple valid word
choices depending on the context. A single
word can have different meanings based on
tense, person or plurality making it challeng-
ing for models to select the most contextually
appropriate option.

2 Methodology

Our research work have aim to enhance the perfor-
mance of masked word prediction and sentence-
level semantic analysis for the Tamil sentences
using an integrated BERT and Sentence-BERT
(SBERT) framework. This section outlines the
methodologies employed in data collection, pre-
processing, model training and evaluation. The
Figure 1 represents the proposed model for the
mask word prediction for Tamil sentences.

Our methodology is underpinned by detailed pre-
processing steps, including sentence tokenization
and vectorization, tailored to maintain the linguis-
tic integrity of Tamil sentences. The datasets have
used in this research work comprising synthetic
data, the Oscar Corpus, AI4Bharat Parallel Cor-
pus and extracts from Tamil Wikipedia and news
website were selected to provide a broad spectrum
of language uses from formal to colloquial con-
texts. The performance of our combined model
have evaluated using both traditional metrics such
as precision, recall, and F1 score as well as ad-
vanced metrics like BLEU and ROUGE scores

which estimate the coherence and contextual rel-
evance of the generated content (Apallius de Vos
et al., 2021; Joshi et al., 2019).

Figure 1: Architecture for Sentence-Level Semantic
Similarity and Masked Word Prediction

3 Data collection and Data set

This paper works have aim on general-purpose
datasets such as the Oscar Corpus and synthetic
datasets. These datasets have contain a broad range
of formal and informal Tamil text but do not specif-
ically include domain-specific content like legal or
medical texts.

• Oscar Corpus (Tamil): This large-scale
dataset, sourced from web-crawled data, in-
cludes diverse Tamil sentences ranging from
colloquial to formal usage. For our research,



we selected 20,000 Tamil sentences from the
Oscar Corpus to train the BERT model. The
aim was to expose the model to a wide va-
riety of sentence structures and vocabulary,
ensuring robust performance in tasks such as
masked word prediction while maintaining
a balance between everyday and formal lan-
guage usage.

• AI4Bharat Parallel Corpus: We have used
20,000 Tamil sentences from this corpus
to train SBERT, focusing on enhancing the
model’s ability to capture semantic similarity
between Tamil sentences, which is crucial for
contextual word prediction and sentence-level
understanding.

• Tamil Wikipedia and News Websites: Com-
prising 3,000 sentences extracted from Tamil
Wikipedia and various news websites, this
dataset provides a source of formal and struc-
tured Tamil usage, ensuring that the models
are exposed to both current and correct lan-
guage use.

• Synthetic Tamil Data: Specifically gen-
erated to broaden the training corpus, this
dataset consists of 3,000 paired sentences that
include both masked and actual sentences, en-
abling comprehensive training by exposing
the models to a diverse array of sentence struc-
tures and vocabulary (Dhar and Das, 2021).
Figure 2, represents the dataset details.

Figure 2: Dataset Details

3.1 Preprocessing
Preprocessing involved several critical steps to op-
timize the input data for effective model training,

• Tokenization Methods : To efficiently pro-
cess Tamil text, we employed two distinct

tokenization approaches to the dataset charac-
teristics: BertTokenizerFast for large-scale
datasets with long sentences and BertTok-
enizer for shorter texts. These strategies were
crucial for handling Tamil’s unique linguistic
challenges, such as its agglutinative structure
and complex morphological patterns.

• Sentence Tokenization for BERT: Each sen-
tence was tokenized to maintain structural and
grammatical integrity, crucial for retaining the
natural language flow and aiding BERT in un-
derstanding and predicting the context around
masked words.

• Advanced Semantic Parsing for SBERT:
For SBERT, beyond basic tokenization, we
have implemented advanced semantic pars-
ing techniques to enhance the model’s under-
standing of complex sentence structures. To
enhance the SBERT model’s ability to capture
the semantic nuances of Tamil sentences, we
implemented an Advanced Semantic Parsing
technique leveraging the Indic NLP library.
This approach was specifically designed to ad-
dress Tamil’s unique linguistic intricacies, in-
cluding its agglutinative nature, complex sen-
tence structures, and context-sensitive word
meanings. The goal of this technique was to
improve the model’s performance in under-
standing and generating contextually accurate
representations of Tamil text, which is essen-
tial for downstream tasks like masked word
prediction and sentence-level semantic analy-
sis.

The process involved evaluating semantic sim-
ilarity between pairs of Tamil sentences using
embeddings generated by the SBERT model.
Two approaches were compared: (1) the orig-
inal input, where sentences were directly fed
into the model without modification, and (2)
the enhanced input, where sentences were tok-
enized using the Indic NLP tokenizer (special-
ized for Tamil) and then reassembled before
processing.

This implementation of Advanced Semantic
Parsing significantly improved SBERT’s se-
mantic coherence and accuracy for Tamil. By
leveraging Indic NLP tokenization and en-
hanced sentence refinement, the approach en-
abled the model to process Tamil sentences
more effectively. It provided a foundation for



developing advanced NLP solutions tailored
for Tamil, demonstrating the value of inte-
grating language-specific tools to enhance the
performance of state-of-the-art models.

4 Results and Discussion

• BERT Training: Focused on masked word
prediction, training involved using the syn-
thetic and Oscar Corpus datasets where
random words in sentences were masked
for the model to predict based on con-
text. For masked word prediction, we used
the google-bert/bert-base-multilingual-cased
model. Training involved the use of the Syn-
thetic and Oscar Corpus datasets, where ran-
dom words in sentences were masked for the
model to predict based on context.

• SBERT Training: Trained using the
AI4Bharat Parallel Corpus and Tamil
Wikipedia and News Websites datasets,
SBERT was fine-tuned to understand and
replicate semantic patterns improving its
ability to support BERT in generating
contextual predictions. We employed
the sentence-transformers/paraphrase-
multilingual-MiniLM-L12-v2 model,
fine-tuning it on the AI4Bharat Parallel
Corpus and datasets from Tamil Wikipedia
and news websites. This fine-tuning enabled
SBERT to understand and replicate semantic
patterns, enhancing its ability to support
BERT in generating contextual predictions.

• Combining BERT and SBERT : The inte-
gration of BERT and SBERT was a pivotal
aspect of our methodology, designed to lever-
age the strengths of both models.

• Integration Strategy: After training, BERT
and SBERT were integrated such that BERT’s
masked word predictions were supplemented
by SBERT’s semantic analysis. This combi-
nation allowed for a dual-layered approach to
prediction tasks, where BERT provided initial
word-level predictions and SBERT assessed
and refined these predictions to ensure seman-
tic coherence and accuracy.

• Enhanced Contextual Understanding: The
combination of BERT and SBERT provided a
deeper understanding of the context surround-
ing masked words. BERT’s ability to capture

local context was complemented by SBERT’s
understanding of global sentence-level seman-
tics.

• Improved Semantic Coherence: SBERT
helped to ensure that the generated text was
semantically coherent and consistent with the
overall context. This was particularly impor-
tant for tasks like text generation or summa-
rization.

• Enhanced Accuracy: The combined model
consistently outperformed both BERT and
SBERT individually, demonstrating the syn-
ergistic benefits of combining their strengths.

4.1 Evaluation

Figure 3: Predicted Label and Actual Label

The Figure 3, illustrates the comparison between
the predicted labels generated by the fine-tuned
BERT model and the actual labels for various
masked Tamil sentences. The model was tasked
with predicting the most appropriate word to fill in
the masked slot "[MASK]" in each sentence. This
illustrates the challenge of masked word prediction
in the Tamil language, where contextual under-
standing and the nuances of the language play a
crucial role. The Figure 4, gives the before and af-
ter fine turning the Tamil sentences using S-BERT
model and provide the similarity score.



Figure 4: Similarity Score for Tamil Sentences-SBERT
Model Output

Figure 5: Similarity Score for Tamil Sentences

The Figure 5 represents the results of seman-
tic similarity comparison between different Tamil
sentences using a BERT-SBERT based approach.
The Similarity Score measures how close each
sentence is to the original sentence based on their
contextual meaning. The highest similarity score
is 0.833993, indicating the most similar sentence.

Predicted
Positive
(1)

Predicted
Negative
(0)

Actual
Positive
(1)

492(TP) 108(FN)

Actual
Negative
(0)

138(FP) 262(TN)

Table 1: Confusion Matrix

Table 1 the confusion matrix indicates that the
model performs well overall, with a solid balance
between precision and recall. However, the pres-
ence of false positives and false negatives high-
lights areas for improvement. Future work could
focus on fine-tuning the model to reduce these
errors, potentially enhancing both precision and re-
call, leading to a more reliable model for practical
applications in Tamil language processing. Table 2
provides the accuracy of our proposed model.

Metrics Values
Accuracy 0.780
Precision 0.780
Recall 0.820
F1-score 0.800
Perplexity 150.000
Blue
Score 0.200

Rouge-1 0.200
Rouge-2 0.100
Rouge-L 0.150
Diversity 0.95
Coherence 0.750

Table 2: Accuracy details

The evaluation of the semantic quality of the
sentences generated by the fine-tuned BERT model
was performed using various standard NLP metrics.
Although these metrics are traditionally used to
evaluate language models, we applied them in this
context to assess the semantic coherence, diversity,
and similarity of the generated sentences. The
key focus of this evaluation was to determine how
semantically meaningful the predicted words in
masked positions were, given a set of input Tamil
sentences.

For the Oscar Corpus, characterized by large
volumes of long and complex sentences, we used
BertTokenizerFast to ensure fast and efficient to-
kenization. This tokenizer’s multithreaded imple-
mentation and subword tokenization capabilities
were instrumental in preserving grammatical struc-
ture and context. For shorter datasets, such as syn-
thetic data and Wikipedia and news derived text
and AI4Bharat Parallel Corpus tamil sentences,
BertTokenizer was employed to maintain seman-
tic coherence with minimal computational over-
head. This dual-tokenizer strategy ensured optimal
performance across datasets of varying sizes and
sentence structures. This comprehensive approach
ensures that our research not only pushes forward
the boundaries of language model performance for
Tamil, but also provides a blueprint for similar ad-
vancements in other less-resourced languages.

We have faced computational resource con-
straints, which limited us to training on a smaller
number of data points, approximately 46,000, in-
cluding the Oscar Corpus, synthetic data, and
Wikipedia-derived text. To address this, we have
optimized our training process by using diverse



datasets that ensured comprehensive coverage of
Tamil’s linguistic features despite the smaller size.
We also applied the pre-trained BERT and SBERT
models and applied efficient tokenization tech-
niques to reduce computational overhead. De-
tailed and comprehensive evaluation methods were
employed to assess the efficacy of the integrated
model,

• Intrinsic Metrics: The intrinsic evaluation
was conducted to assess the semantic coher-
ence, accuracy, and fluency of the masked
word predictions made by the fine-tuned
BERT model. We employed key metrics tra-
ditionally used in NLP, adapted specifically to
measure how well the model generated con-
textually appropriate words within Tamil sen-
tences. This evaluation focused on how effec-
tively the model could predict words in the
masked positions, ensuring the generated text
remained coherent and meaningful.

• Extrinsic Metrics: The quality of the text
generated by the models have benchmarked
against human-written texts using BLEU,
ROUGE-1, ROUGE-2 and ROUGE-L scores.
These metrics are helped in assessing how
well the model’s outputs align with expected
linguistic standards and contextual relevance.

• Semantic Coherence Testing: Semantic co-
herence of the outputs was specifically tested
using automated semantic evaluation tools,
ensuring that the integration of BERT and
SBERT did not just produce statistically cor-
rect but contextually meaningful and relevant
sentences.

Figure 6: Bert Tokenizer Time

Figure 7: Attention Mask Tensor

The figure 6, represents the Bert tokenizer time for
long and short sentence and the figure 7, provides
the details for the attention mask tensor.

5 Conclusion

By fine-tuning models on low-resource Tamil
datasets, we have demonstrated that even with lim-
ited data, substantial progress can be made in im-
proving the understanding of Tamil syntax and se-
mantics. Our model showcases strong performance
in balancing precision (0.780) and recall (0.820),
leading to a F1 score of 0.800. These results affirm
the model’s ability to make relevant and accurate
predictions while maintaining a good balance be-
tween identifying true positives and minimizing
false positives and negatives (Singh et al., 2022).

Another strength is the diversity score of 0.95,
reflecting the model’s ability to generate varied and
creative outputs, which is highly valuable for appli-
cations like text generation. This is complemented
by a coherence score of 0.750, suggesting that the
model maintains logical flow in its generated out-
puts. However, there is still to improve coherence
further to ensure greater consistency (Deka et al.,
2022).

The perplexity value of 150.000 indicates that
the model occasionally struggles with uncertainty
in predicting the correct word for the MASK token.
However, even when the model did not predict the
exact expected word, it often selected a word that
made the sentence meaningful (Balaji et al., 2024).
This observation led us to explore combining the
BERT model with an SBERT model to semanti-
cally verify the generated sentences, ensuring that
the predicted words fit naturally within the sen-
tence context, even when lexical accuracy was low.
This hybrid approach enhances the model’s capa-
bility to generate more contextually appropriate
outputs. The model showcases strong performance



in balancing precision (0.780) and recall (0.820),
resulting in an F1 score of 0.800. By conduct-
ing language-specific adaptations, the approach
can be extended to enhance NLP capabilities for
other Dravidian languages, addressing tasks such
as masked word prediction and sentence-level se-
mantic analysis.

In conclusion, this research establishes a strong
foundation for Tamil NLP and highlights the po-
tential for broader applications across Dravidian
languages. While the current results are promising,
further exploration of ensemble learning, domain-
specific fine-tuning, and scalability will pave the
way for more advanced and reliable language mod-
els in the future.

Future Directions

Future work could explore ensemble methods,
which combine multiple models to achieve more
accurate and robust predictions, potentially over-
coming individual model weaknesses. Given the
high reliance on context in Tamil, future research
can implement advanced techniques like context-
aware embeddings or attention mechanisms to fur-
ther refine word prediction in complex sentences
and improve handling of ambiguities. Increasing
the size and diversity of the dataset, including col-
loquial and formal Tamil texts, will strengthen the
model’s ability to generalize across different con-
texts, making it more applicable for real-world
tasks.

Legal and medical data content typically contain
specialized vocabulary and context-specific struc-
tures, making them significantly different from gen-
eral Tamil text. Training a model to handle such
texts requires the collection of domain-specific
datasets and extensive fine-tuning to ensure accu-
rate semantic and contextual understanding. Future
work will involve using more powerful computing
resources to train on larger datasets and explore
techniques like model distillation for better perfor-
mance.

Limitations

The computational resources available for this re-
search limited the scope of experiments. Future
work could leverage more powerful hardware or
distributed computing to explore larger models and
more complex architectures. The model exhibits
a relatively high perplexity score and occasional
prediction errors, highlighting the challenges of

capturing the nuanced contextual complexity of
Tamil. Computational resource constraints limited
the training process to approximately 46,000 data
points from diverse datasets, which, while compre-
hensive, restricted the ability to further scale and
refine the model. Pre-trained BERT and SBERT
models, along with efficient tokenization strategies,
were leveraged to mitigate these constraints. Addi-
tionally, the model’s performance may be limited
in specialized domains like legal or medical texts
due to the lack of domain-specific fine-tuning. Fu-
ture efforts will address these limitations by lever-
aging more powerful hardware, larger datasets, and
advanced techniques like data augmentation, en-
semble learning, and model distillation.
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