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Abstract
We introduce MTSwitch, a web-based sys-
tem for the bidirectional translation between
molecules and texts, leveraging various large
language models (LLMs). It supports two
crucial tasks, including molecule captioning
(explaining the properties of a molecule) and
molecule generation (designing a molecule
based on specific properties). To the best of
our knowledge, MTSwitch is currently the first
accessible system that allows users to translate
between molecular representations and descrip-
tive text contents. The system and a screen-
cast can be found in https://github.com/
hanninaa/MTSwitch.

1 Introduction

The advent of large language models (LLMs) has
significantly transformed the landscape of natu-
ral language processing (NLP) (Peng et al., 2023;
OpenAI et al., 2024). Their superior language un-
derstanding, generation capabilities, and versatil-
ity have propelled their utility beyond conversa-
tions, now extending into various domains, includ-
ing bio-medicine (Wang et al., 2023) and molec-
ular chemistry (Liao et al., 2024). This emerging
trend, marked by many novel methods being pro-
posed, highlights a promising new research direc-
tion (Zeng et al., 2022; Edwards et al., 2022).

Despite the progress made, using the existing
models requires familiarisation with invoking the
advanced models, which undoubtedly increases the
burden on researchers who are not specialists in this
field. Consequently, designing an intuitive and user-
friendly system for translating molecules and texts
is imperative. In this paper, we design the first web-
based system, named MTSwitch (Molecule-Text
Switch), to translate between texts and molecules.
As shown in Figure 1, MTSwitch can translate
molecules in SMILES (Simplified Molecular In-
put Line Entry System) format along with their
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Figure 1: System overview of the MTSwitch system.

captions, based on the translation task, the selected
model, and the user’s input. In this system, we in-
corporate four models: the trained MolT5 and Med-
itron from Edwards et al. (2024), Llama 3 (Touvron
et al., 2023), and Mistral (Jiang et al., 2023) trained
with a subset of L+M-24 (Edwards et al., 2024).
Our system empowers users with direct web access,
facilitating seamless integration into education and
molecular design.

2 System Overview

MTSwitch offers a user-friendly platform for trans-
lation between molecules in SMILES format and
natural language, whose web interface is structured
as two areas for input and output. As shown in
Figure 1, users are prompted to first select an ap-
propriate model (e.g. MolT5 and Meditron) and
define their intended task when they access the plat-
form, and then enter their input (either a SMILES
notation or a natural language text) in the text box
on the left-hand side. Upon submission, the system
processes the user input, selects and executes the
corresponding model for either molecule caption-
ing or molecule generation, and exhibits the model
output in the text box on the right-hand side.

https://github.com/hanninaa/MTSwitch
https://github.com/hanninaa/MTSwitch
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Model ROGUE-1↑ ROGUE-2↑ ROGUE-L↑ BLEU-2↑ BLEU-4↑ Meteor↑

Llama 3 66.9 50.1 50.3 61.2 44.1 60.6
Mistral 74.5 55.5 53.6 70.9 51.0 69.0
Meditron 78.8 58.3 56.5 78.1 56.7 74.7
MolT5 75.9 55.4 53.7 75.7 54.2 71.5

Table 1: Experimental results of the molecule captioning task in MTSwitch system with different LLMs, in which
the best result for each metric is highlighted in bold.

Model BLEU↑ Levenshtein↓ Validity↑ Uniqueness↑ MACCS↑ RDK↑ Morgan↑

Llama 3 63.6 56.8 92.2 81.2 64.9 57.1 42.1
Mistral 68.5 49.5 91.4 82.6 69.4 62.5 46.1
Meditron 68.4 45.8 98.8 97.9 75.3 67.1 47.8
MolT5 71.5 42.1 94.5 99.5 73.1 65.9 48.5

Table 2: Experimental results of the molecule generation task in MTSwitch system with different LLMs, in which
the best result for each metric is highlighted in bold.

We provide comprehensive model support for
the translation between molecules and texts. First,
we employ two LLMs pre-trained on the L+M-24
dataset (Edwards et al., 2022), which is a large-
scale dataset designed for translating molecules
and texts: Meditron and MolT5, which are obtained
from the Hugging Face repository1. We further fine-
tune two state-of-the-art LLMs, Llama 3 (Touvron
et al., 2023) and Mistral (Jiang et al., 2023), using
a subset of the L+M-24 dataset. During our fine-
tuning process, we employ the same instruction
and hyperparameters intended for the fine-tuned
Meditron model.

This system bridges the gap between complex
molecule structures and their textual descriptions,
thereby facilitating the understanding and commu-
nication within chemistry-related disciplines. By
providing an intuitive interface for such transla-
tions, MTSwitch aims to reduce the cognitive ef-
forts required to interpret molecular structures or
craft SMILES notation from descriptive texts.

3 Evaluation

To evaluate the performance of MTSwitch, we
adopted the evaluation metrics introduced by Ed-
wards et al. (2022), which had taken both seman-
tic similarity in natural languages and Fingerprint
Tanimoto Similarity (FTS) for molecules into ac-
count. ROUGE, BLEU, and METEOR are metrics
for evaluating generation quality by measuring n-
gram overlap, precision with brevity penalties, and
considering synonymy and stemming, respectively.
MACCS, RDK, and Morgan are types of molecu-

1https://huggingface.co/
language-plus-molecules

lar fingerprints that represent molecular structures
as binary vectors, with MACCS using predefined
structural keys, RDK encoding specific molecular
features, and Morgan (ECFP) generating circular
fingerprints by expanding atom environments. We
sampled a subset from the validation set of the
L+M-24 dataset and assessed the performance of
all models across the two tasks.

Tables 1 and 2 highlight the model performance
in molecular captioning and generation, respec-
tively. Meditron performs exceptionally well in
most captioning metrics, particularly ROUGE-2
and BLEU-2. While Llama 3 performed well in
ROUGE-2 and ROUGE-L, it underperformed in
BLEU-4 and Meteor, indicating its potential co-
herence and lexical diversity issues in specific text
generation tasks. For molecular generation, MolT5
and Meditron demonstrated superior performance
across key indicators, highlighting their potential
for advanced molecular design and synthesis pre-
diction applications. The performances of these
two models in our system closely aligned with their
originally reported results (Edwards et al., 2024).

4 Conclusion

We introduced MTSwitch, a novel and user-friendly
web-based system for bidirectional translation be-
tween molecules and texts. Leveraging LLMs, our
system demonstrated superior performance, offer-
ing users an efficient platform for translating be-
tween molecular representations and textual de-
scriptions seamlessly. In the future, we plan to
incorporate more models and tasks into the system
to make it more comprehensive and effective.

https://huggingface.co/language-plus-molecules
https://huggingface.co/language-plus-molecules
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