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Abstract

Wikipedia is known to have systematic gaps in
its coverage that correspond to under-resourced
languages as well as underrepresented groups.
This paper presents a new tool to support efforts
to fill in these gaps by automatically generating
draft articles and facilitating post-editing and
uploading to Wikipedia. A rule-based gener-
ator and an input-constrained LLM are used
to generate two alternative articles, enabling
the often more fluent, but error-prone, LLM-
generated article to be content-checked against
the more reliable, but less fluent, rule-generated
article.

1 Introduction

Knowledge equity is one of two strategic directions
in Wikimedia’s 2030 Movement Strategy (Wiki-
media Movement, 2017). Systematic content gaps
identified in the Wikimedia Knowledge Gap Tax-
onomy1 relate e.g. to gender, recency, geography
and language. For instance, women and non-binary
people make up less than 20% of biographies on
Wikipedia.2 Addressing such gaps is important for
equity and knowledge completeness, but despite
increasing awareness, existing social, political and
technical barriers still make it difficult to motivate
and/or enable Wikipedia editors to fill them in.

Natural Language Generation (NLG) has held
the ambition to help address such gaps for some
time (Sauper and Barzilay, 2009; Banerjee and Mi-
tra, 2016; Liu et al., 2018; Fan and Gardent, 2022;
Shao et al., 2024), and recent work has shown it to
be a valid approach (Kaffee et al., 2022). However,
data-to-text NLG has a high knowledge threshold,
and the more recent LLM-based NLG systems re-
quire substantial cost and energy.3

1https://meta.wikimedia.org/wiki/Research:
Knowledge_Gaps_Index/Taxonomy

2https://en.wikipedia.org/wiki/Help:Mapping_
content_gaps_on_Wikimedia

3https://www.theguardian.com/commentisfree/article/2024/

With the tool we report in this paper we aim to
address the above issues, targeting underresourced
languages and the knowledge threshold in partic-
ular. Our Wikipedia Gap Filler tool generates a
draft article in Irish or English from an entity name,
making it far easier for users to create texts about
given entities that can be used as a starting point
for a new Wikipedia page.

The contributions of this paper are: (i) the im-
plementation and release of a tool for generating
and editing text snippets on a queried entity, with
a human-friendly user interface that integrates all
the components of the system; (ii) the implementa-
tion and release of code for retrieving information
about queried entities on DBpedia and Wikidata.
The tool and source code can be found on GitHub.4

2 Background and Tool Overview

Kaffee et al. (2022) provided first indications
that using NLG is a good strategy for filling in
Wikipedia knowledge gaps. In particular they con-
cluded that (i) Machine Translation is not adequate
to create new Wikipedia pages, due to the cultural
differences between the communities that speak
different languages (i.e. each community has their
specific points of interest; in addition, source text is
not always available); (ii) providing Wikipedia edi-
tors with even just a starting sentence as in Kaffee
et al.’s experiments can have a real impact on page
editing; (iii) text is judged more useful than tables
with raw data such as article stubs (Kaffee, 2016);
and (iv) the main limitation of using NLG for cre-
ating text snippets is the lack of factual accuracy of
the produced text.

The Wikipedia Gap Filler tool builds upon these
ideas and goes beyond, generating the first sentence
that can then be expanded upon to form a more ex-
tensive draft articles generated from a user-selected

may/30/ugly-truth-ai-chatgpt-guzzling-resources-
environment

4https://github.com/nlgcat/webnlg_demo
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set of knowledge triples. Moreover, the tool ad-
dresses issues around factual accuracy by gener-
ating two texts in parallel, one using a rule-based
generator and the other using an input-constrained
LLM, enabling the more fluent output from the lat-
ter to be content-checked against the more reliable
output from the former. Finally, our tool provides
users with a selection of entities from known gaps,
encouraging them to create pages for these under-
represented entities.

Initiatives such as the WikiProject Women in
Red (WiR)5 aim to create Wikipedia content
about women’s biographies, women’s works and
women’s issues. Lists of women who have no
Wikipedia page, i.e. whose name on Wikipedia ap-
pears as a red link (hence the name of the initiative),
were compiled by the contributors and sorted by
category,6 with 224 categories containing entities
for which data is available on Wikidata. That is, for
about 400,000 Women in Red, some information is
available in the form of triples on (at least) Wiki-
data, which constitute the input to our Wikipedia
Gap Filler tool. We take advantage of this resource
to suggest names of WiR to users of our tool.

To use the tool, the user simply enters or selects
an entity name and is then offered a list of triples
(<entity, property, value>, e.g. <Barack_Obama,
birthYear, 1961>) retrieved from DBpedia or Wiki-
data, from which those to be verbalised in the arti-
cle can be selected. A wide range of entities can
be queried, such as persons, places, buildings, or-
ganisations, artistic or intellectual works, fictional
characters, vehicles, etc. By using only DBpedia
and Wikidata contents as input, the contents of the
generated texts are fully traceable, and the length
of the text is customisable, by selecting more prop-
erties in the input or fewer. The user can request
one or more text(s) to be generated, before editing
the results in the interface, and from there, create a
new Wikipedia page or enrich an existing one.

3 Interface

The Wikipedia Gap Filler app is implemented with
a Python Flask back-end and a React JavaScript
front-end. The user interface is intended to be very
simple to use. First, to input an entity, the user has
two alternatives: (i) type in an entity, or (ii) select
a suggested entity from the Woman in Red frame.

5https://en.wikipedia.org/wiki/Wikipedia:
WikiProject_Women_in_Red

6https://en.wikipedia.org/wiki/Wikipedia:
WikiProject_Women_in_Red/Redlist_index

Then, the user can select a grammatical gender
(if appropriate), an output language and an NLG
system; additionally, the triple source (DBpedia
Ontology, Wikipedia Infobox or Wikidata) can be
specified. Changing the triple source will return
different triples; if a Woman in Red is selected, the
default source is Wikidata, for which we know that
some triples are available (see Section 2). The user
then selects some triples and clicks the Generate
button to get the text(s), which can be edited. A
button is also available to try and create a new
Wikipedia page where the edited text can be pasted.

4 Components

In this section, we briefly describe the main com-
ponents of our demo: interactive content selection,
text generators, and text editing box.

4.1 Interactive content selection

Given an entity, the system first retrieves a list
of properties associated with it: (i) the DBpe-
dia/Wikidata SPARQL endpoint URL is defined,
(ii) an SPARQLWrapper object is created and the
query set, (iii) the query is executed, and (iv) the
results are parsed and properties chosen from the
DBpedia Ontology,7 Wikidata,8 or from a list of
properties extracted from Wikipedia Infoboxes but
available via DBpedia too,9 according to the pa-
rameters defined in the user query; the Ontology
tends to return less triples but of better quality than
the Infobox and Wikidata sources. For the moment,
the subset of queried properties is limited to about
450, roughly corresponding to the properties in the
WebNLG dataset (Gardent et al., 2017; Castro Fer-
reira et al., 2020), on which the NLG systems we
use were developed. A second query is performed
on DBpedia to retrieve information about the enti-
ties of the triples (e.g. class membership, gender)
which is needed by the rule-based system.10

4.2 Generators

Once the triples are selected, two systems can be
run using the triples as input.

Rule-based pipeline. As a rule-based system, we
use the FORGe multilingual generator presented
in (Mille et al., 2023), which covers generation

7http://dbpedia.org/ontology/
8http://www.wikidata.org/prop/direct/
9http://dbpedia.org/property/

10The Select Grammatical Gender field of our interface
overwrites what is found in the query.
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Figure 1: Screenshot of the GUI

in several languages including Irish and English.
FORGe is implemented as a pipeline of compo-
nents that perform subtasks such as text planning,
lexicalisation, sentence structuring and surface re-
alisation. For Irish morphology, the pipeline uses
the finite-state transducers of the Irish NLP tools
suite (Dhonnchadha et al., 2003). FORGe is an all-
around generator that is not designed to produce
specifically Wikipedia-style text, but it can be used
without limitations and for free. The output text
can be used as part of a seed Wikipedia page or to
control the contents delivered by the LLMs.

End-to-end LLM-based generator. The current
demo accesses the ChatGPT 3.5 Turbo model11

via the aiXplain API.12 We use the Few-Shot In-
Context prompt from Lorandi and Belz (2024),
which consists of a brief task description followed
by two examples showing both input and output
and ending with the input. We will add more
models such as LLaMa2 70B chat (Touvron et al.,
2023), but in general the use of LLMs will be con-
strained by the availability/cost of the used API.

4.3 Text editor and Wikipedia page creation

The output text is shown in a text box that has an
Edit mode for the user to modify or combine the
texts. Having logged in with their own Wikipedia
editor credentials on their browser, users are able to
create automatically a new empty Wikipedia page,
on which they can paste the selected text.

11https://platform.openai.com/docs/models/
gpt-3-5-turbo

12https://aixplain.com/

The present tool is intended to help editors when
creating new pages on Wikipedia, but it remains
their responsibility to make sure that the uploaded
texts respect the detailed Wikipedia edition guide-
lines (content, style, behaviour, etc.).13

5 Limitations

Some of the limitations of our tool are due to the
early stage of development that it is in, but others
are more general. For the first type, the tool is
currently limited to English and Irish texts, and to
a subset of about 14% of the DBpedia properties
and 1% of the Wikidata properties. This is due to
the current coverage of the rule-based generator.

The more general limitations are two-fold: (i)
our tool fully depends on the availability of triples
for the queried entity, but there can be very little or
no information on DBpedia and Wikidata for some
under-represented entities; and (ii) despite the help
that NLG and LLMs can bring when creating new
pages, there still are challenges and potential issues
such as the introduction of societal biases and fac-
tual errors (Fan and Gardent, 2022), the attribution
of the generated contents (Singh et al., 2024), or the
actual impact of these technologies on Wikipedia
edition (Reeves et al., 2024). Finally, the present
tool is not intended to be used in an unsupervised
manner, and the potential users are expected to
carefully check that the contents they eventually
upload to Wikipedia are correct and conform to the
Wikipedia guidelines (see Section 4.3).

13https://en.wikipedia.org/wiki/Wikipedia:
List_of_guidelines
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