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Abstract

We present an overview of the GEM 2024
shared task, which comprised both data-to-
text generation and text summarization. New
datasets were compiled specifically for the task
to reduce the data contamination issue in large
language models (LLMs) that the participants
were likely to use. The paper describes the
tasks, datasets, participating systems, evalu-
ation methods, and some preliminary results.
The full results will be presented at INLG ’24.
In this paper, we provide (i) the metrics results
for English texts on six different data-to-text
test sets for which we collected new reference
texts, and (ii) the metrics results for Swahili on
the text summarization test set.

1 Introduction

Since its inception, the Generation, its Evalua-
tion and Metrics initiative (GEM (Gehrmann et al.,
2021)) has had the objective to contribute to mea-
suring progress in the field of Natural Language
Generation (NLG), via the creation of datasets
and tools for automatic and human assessments
of text generation systems on different NLG tasks
(McMillan-Major et al., 2021; Mille et al., 2021;
Dhole et al., 2023; Gehrmann et al., 2022, 2023;
Zhang et al., 2023; Nawrath et al., 2024). In the
past few years, large language models (LLMs) have
been widely used in NLG; they have been trained
on enormous amounts of data, to the point that it
can be unclear what they have seen or not during
training time (Balloccu et al., 2024). To challenge
these models, the NLG community has recently
been developing methods for creating ad-hoc input
data that the models cannot have been exposed to.
For instance, Axelsson and Skantze (2023) propose
to build dynamically counterfactual and fictional
inputs for data-to-text generation, and Kasner and
Dušek (2024) released a tool for collecting new test
sets using public APIs; the creation or compilation

of reference texts for the collected inputs remains
an open issue.

In parallel, the interest for multilingual Natural
Language Processing has been growing, with the
organisation of shared tasks that included under-
resourced languages, such as Universal Depen-
dency parsing (Zeman et al., 2018) for syntactic
parsing, MSR (Mille et al., 2018) for surface reali-
sation, LowResourceEval (Klyachko et al., 2020)
for morphological analysis, LowresMT (Ojha
et al., 2020, 2021) and WMT (Libovický and
Fraser, 2021) for machine translation, as well as
WebNLG (Cripwell et al., 2023) for data-to-text
generation.

Inspired by the current state of affairs, this edi-
tion of the GEM shared task1 has two main ob-
jectives: (i) to assess LLMs—and more broadly
NLG systems—using new ad-hoc datasets that no
model could have already been exposed to, and
(ii) to encourage participants to come up with ap-
proaches suitable across languages (including low-
resource languages). We created data for two tasks,
namely data-to-text generation and text summa-
rization. The data-to-text task comprises 6 types
of inputs: in-domain factual data, in-domain coun-
terfactual data, in-domain fictional data, out-of-
domain factual data, out-of-domain counterfactual
data, and out-of-domain fictional data. We ac-
cepted output texts in 9 languages: Arabic, En-
glish, Chinese, German, Hindi, Korean, Russian,
Spanish and Swahili; small sets of new human-
written references were compiled for all 6 test sets
in English and Swahili. For the summarization
task, we scraped recent news articles in Swahili,
extracting a summary from the web page they ap-
peared in. The other two summarization subtasks
we planned (cross-lingual summarization and book
chapter summarization) did not attract participants,
so we do not elaborate on them here. For all tasks,

1https://gem-benchmark.com/shared_task
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we apply both automatic and human evaluation
methods.

In the remainder of this paper, we present the
timeline of the task and comment on the incomplete
results (Section 2). We then provide an overview
of the tasks and datasets involved (Section 3), fol-
lowed by descriptions of the participating systems
(Section 4) and the evaluation methods employed
(Section 5). Finally, we present the results available
at the time of publication (Section 6).

2 Timeline and status at publication time

The task was advertised in 2023 across different
channels, and was officially launched on February
20th 2024, when a pre-registration page was made
publicly available. Every team who pre-registered
their system was sent the data for the task(s) they
selected, with no obligation to submit outputs. All
system outputs were collected on April 11th 2024.
The following months were dedicated to organising
the human evaluation process, and suffered mul-
tiple delays, mainly due to the fact that we took
a late decision to compile new reference texts for
English and Swahili (see Section 5.2).

As a result, at the time of publication of this
paper, several evaluations are still ongoing. We
only sent the participants the following completed
evaluation results: the data-to-text metrics results
for English (6 test sets, 7 systems), and the sum-
marization metrics results for Swahili (1 test set,
2 systems). The data-to-text metrics results for
Swahili (6 test sets, 3 systems), the human eval-
uation results for English (6 test sets, 7 systems),
Swahili (6 test sets, 3 systems) and Spanish (6 test
sets, 3 systems), and the summarization human
evaluation results for Swahili (1 test set, 2 systems)
are not yet released and are planned to be presented
during the INLG conference in September 2024.

3 Overview of tasks

The GEM 2024 shared task consists of two dif-
ferent types of tasks: data-to-text generation and
text summarization. Table 1 shows the input/output
pairs for each task. Notably, no training or devel-
opment data was provided to participants for either
task. Given the prevalence of large language mod-
els, our primary objective was to design test data
that was previously unseen by these models. To
achieve this, we carefully crafted separate test sets
for both the data-to-text and summarization tasks,
which are described in detail in this section.

Task Input Output
Data-to-text Table Text

Summarization Full text Short summary

Table 1: Input/output specifications for the tasks.

3.1 Data-to-text task

The data-to-text (D2T) task consists in generating
texts from input triple sets in the WebNLG fashion,
where each triple is made of Subject | Property |
Object. Figure 1 shows a sample triple set that con-
tains 2 triples (i.e., of size 2). Both triples are about
Nie Haisheng (the Subject); the first one states his
birth date (1964-10-13), while the second one states
his occupation (fighter pilot). The expected output
in English would be one or two sentences such as
“Nie Haisheng is a fighter pilot born on October
13th 1964” or “Nie Haisheng, who was born on
October 13th 1964, was a fighter pilot”.

The GEM data-to-text task contains 2 subtasks:

• WebNLG-based (D2T-1): We use the offi-
cial WebNLG 2020 test set (Castro Ferreira
et al., 2020); even though the WebNLG test
set contains properties and entities not seen in
the training/dev data, we consider the whole
WebNLG dataset as in-domain since all splits
(training/dev/test) had been available online
for more than 3 years before the GEM task
was launched. The dataset contains 220 dif-
ferent DBpedia properties and the original
dataset specifications can be found on the
WebNLG website.2

• Wikidata-based (D2T-2): We queried Wiki-
data to collect 1,800 triples sets containing
between 2 and 7 properties for a random
set of persons, following the method de-
scribed in Axelsson and Skantze (2023). The
dataset contains 74 different properties, none
of which were in WebNLG; furthermore, al-
most none of the entities are in WebNLG ei-
ther, so the Wikidata-based tests are consid-
ered out-of-domain.3

For each subtask, there are 3 parallel test sets, as
proposed in Axelsson and Skantze (2023):

2https://synalp.gitlabpages.inria.fr/
webnlg-challenge/challenge_2020/

3Note that the vocabulary of properties of DBpedia and
Wikidata are different, but 17 of the 74 Wikidata properties
have a direct equivalent with a DBpedia property, e.g., Occu-
pation/occupation in Figures 1 and 3.

https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2020/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2020/
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Figure 1: WebNLG Factual input (D2T-1-FA)

Figure 2: WebNLG Counterfactual input (D2T-1-CFA)

Figure 3: WebNLG Fictional input (D2T-1-FI)

Figure 4: Wikidata Factual input (D2T-2-FA)

Figure 5: Wikidata Counterfactual input (D2T-2-CFA)

Figure 6: Wikidata Fictional input (D2T-2-FI)

• Factual (FA): The information in these in-
puts is factually correct. For the WebNLG-
based task, this test set is the one used for the
WebNLG 2020 shared task (Castro Ferreira
et al., 2020). Figures 1 and 4 show sample in-
puts for the D2T-1-FA and D2T-2-FA subtasks
respectively.

• Counterfactual (CFA): Entities in the factual
dataset are switched based on their Wikidata
class (e.g., a person entity is replaced by an-
other person entity, a date by another date,
etc.). Figures 2 and 5 show counterfactual
inputs derived from Figures 1 and 4, respec-
tively; the properties are the same as in the FA
and FI datasets of the subtask (see FI below),
but the Subject and Object values are replaced
by other existing ones of the same category. In
Figure 2, for instance, the information about
Marcus Valerius Martialis, known in English

as Martial, is factually wrong: Martial was a
Roman poet born between 38 and 41 AD. The
category feature may not match the new data,
but the shape is correct as it is the same as in
the original data.

• Fictional (FI): Entities in the factual datasets
are replaced by made up entities (obtained via
LLM prompting). Figures 3 and 6 show fic-
tional inputs derived from Figures 1 and 4,
respectively. In Figure 6 for instance, both the
Subject (Chryse_Folee) and Object (Oscasala
and Horizon_Stitcher) values are fictional; the
properties are the same as in the other 2 sub-
task datasets (FA and CFA). There is no shape
available. The same fictional name appears
in the WebNLG example in Figure 3 and the
Wikidata example in Figure 6—the same fic-
tional entities may appear several times in dif-
ferent contexts and are not supposed to rep-
resent a coherent narrative about anything or
anyone.

3.2 Summarization task

Text summarization is the task of producing a con-
cise text sequence that captures the key information
from a longer input text. The GEM summarization
(Summ) task focuses on news article summariza-
tion. We follow the data collection pipeline of
XL-Sum (Hasan et al., 2021) to create the task data.
The articles are collected from the BBC website.4

The summaries are extracted from the leading bold
paragraph in the web pages containing the news
articles, which summarizes the article’s informa-
tion in one or two sentences. To minimize the risk
of potential data contamination, we only collect
articles published between 2023 and 2024. We col-
lect 2,978 articles in total in English, Spanish, and
Swahili. Since all the submissions to the summa-
rization task were in Swahili, we only conducted
human evaluation with this subset, where 100 ex-
amples were sampled for the evaluation.

3.3 Languages

While the summarization task focused on Swahili,
we encouraged submissions in multiple languages
for data-to-text, namely Arabic (ar), English (en),
Chinese (zh), German (de), Hindi (hi), Korean (ko),
Russian (ru), Spanish (es) and Swahili (sw), and
told the participants that a subset of these languages

4https://www.bbc.com/

https://www.bbc.com/
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Team D2T-1 D2T-2 Summ Languages

CUET_SSTM (Rahman et al., 2024) x sw
DCU-ADAPT-modPB (Osuji et al., 2024) x en, hi, ko, sw
DCU-NLG-PBN (Lorandi and Belz, 2024) x x ar, de, en, es, hi, ko, ru, sw, zh

DCU-NLG-Small (Mille et al., 2024) x x ar, de, en, es, hi, ko, ru, sw, zh
DipInfo-UniTo (Oliverio et al., 2024) x x en
OSU CompLing (Allen et al., 2024) x x en , es

RDFpyrealb (Lapalme, 2024) x x en
SaarLST (Jobanputra and Demberg, 2024) x x en

Table 2: Overview of participating systems

only would be used in the human evaluation, de-
pending on the number of submissions for each
(see Section 5.1). The inputs were exactly the same
for all the output languages, that is, we did not pro-
vide DBpedia triples in Swahili to serve as input
the the generation in Swahili; instead, inputs with
English labels as in Figures 1 to 6 were used.

4 Participating systems

About 40 teams pre-registered, and 9 submitted out-
puts; one team eventually withdrew their submis-
sion. Table 2 lists the final teams and the subtask(s)
and language(s) they addressed. The three DCU
teams submitted multiple systems but were asked to
choose a primary system for the human evaluation;
for the sake of clarity we only report metrics scores
for the primary systems, and point the reader to the
respective system description papers in this volume
for more details about non-primary submissions.
Pre-registration After handing out a prelim-
inary survey to collect interest in the tasks and
languages for the shared task, we asked all regis-
tered teams to carry out a pre-registration of their
planned experiment(s). The objective of the pre-
registration is to log in the details of a specific
experiment before it is carried out; it is an impor-
tant initial step to guarantee that the experiment
is conducted fairly, and to help avoid potential bi-
ases derived from the researchers’ interest (van
Miltenburg et al., 2021). We asked participants to
pre-register selected information (i.e. intended sys-
tems, hardware, additional data, automatic metrics,
etc.) through a Qualtrics form (see Appendix E for
screenshots of the form).

In the following, the summarization baseline
and the team submissions are briefly described; an
overview of participation to the tasks is provided
in Table 2.

The Summarization baseline uses GPT-3.5 fol-
lowing the prompt design from Goyal et al. (2022).
The specific prompt is “Summarize the above ar-

ticle briefly in 1 sentence” translated into Swahili,
“Fanya muhtasari wa kifungu kilicho hapo juu kwa
kifupi katika sentensi 1.”. The system prompt is
the default. All output is checked for language id
to ensure that the output is in Swahili.

CUET_SSTM (Rahman et al., 2024) uses an
integrated extractive-abstractive summarizer. For
the extractive summarizer, the authors used the
BERT Extractive Summarizer, which shortens long
texts of more than 512 tokens. For the abstractive
summarizer, they used two pre-trained models (T5-
Small, mBART-50) to generate the summaries. The
integrated model is trained on the XLSUM Swahili
dataset combined with 1,000 manually summarized
texts from the given Swahili news classification
dataset.

DCU-ADAPT-modPB (Osuji et al., 2024)
adopts an NLG+MT approach based on a pipeline
neural architecture. It leverages the fine-tuned Flan-
T5-large model for the ordering and structuring of
input triples. Additionally, a GPT-4 prompt-based
model was integrated for surface realisation, gener-
ating the final text outputs and employing few-shot
prompting with five examples for the final text gen-
eration tasks in English. For multilingual text gen-
eration in Korean, Arabic, and Swahili, a prompt-
based model—the Cohere-command-r-plus neural
machine translation model—was incorporated, also
using five examples for the translation. For Hindi,
the IndicTrans2 model was used.

DCU-NLG-PBN (Lorandi and Belz, 2024) fine-
tuned the Mistral 7B Instruct model, using Low-
Rank Adaptation (LoRA) to enhance performance
while maintaining computational efficiency. The
system generates text in English, which is then
translated into multiple languages (Chinese, Ger-
man, Russian, Spanish, Korean, Hindi, Swahili,
and Arabic) using a machine translation system
(Google Translate).

DCU-NLG-Small (Mille et al., 2024) com-
bined the FORGe rule-based generator and a post-
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processing step with a T5-Base model fine-tuned on
a parallel dataset of English rule-based-generated
texts and human- or LLM-produced texts. For lan-
guages other than English, they used the off-the-
shelf machine translation system NLLB, which is
freely available on HuggingFace.

DipInfo-UniTo (Oliverio et al., 2024) focuses
on English and employs a three-step pipeline called
the SGA (split-generate-aggregate) pipeline to gen-
erate verbalizations. The process begins with a
data unit splitting phase, where the initial triples
are divided into subsets of three or fewer triples,
with an effort to maintain the relationships between
them. The next step involves generating verbaliza-
tions for each subset of triples using Mistral-7B,
which has been fine-tuned on a training and devel-
opment set from WebNLG 3.0 dataset for English.
Finally, in the last step, a pre-trained Mistral-7B
model is used for sentence aggregation with a zero-
shot prompting technique, merging the generated
sentences into a more fluent and coherent text.

OSU CompLing (Allen et al., 2024) experi-
mented with a data filtering and knowledge dis-
tillation approach for English, Spanish, Chinese,
and English. They leverage the expertise of Chat-
GPT (GPT 4.0) to generate training data for factual,
counterfactual, and fictional triple sets. Data filter-
ing was done with automatic model judgments for
error detection. Spanish and English filtered syn-
thetic data was used to fine-tune Llama2.

RDFpyrealb (Lapalme, 2024) employs a sym-
bolic method to address the English D2T chal-
lenge. One objective is to contrast the outcomes of
computationally demanding techniques that may
not always be easy to control with a streamlined,
swift, and reliable symbolic method. The design
is straightforward: every RDF triple represents a
statement, where the subjects and objects of the
triple are nearly identical to those of the sentence.
The predicate in the triple represents a verb phrase
that defines the sentence’s syntax. The narrative-
building mechanism arranges predicates sequen-
tially, giving rise to a coherent tale. It also com-
bines sentence components when they share the
same subject or predicate. The final realization is
performed using pyrealb, a French-English realizer
which is used in some data to text applications.

SaarLST (Jobanputra and Demberg,
2024) employs a retrieval-augmented gen-
eration (RAG) pipeline to generate verbal-
ization. Most RAG pipelines use a dense
retriever while this pipeline contains a sym-

bolic retriever – PropertyRetriever. The
PropertyRetriever leverages available
WebNLG training and validation sets to retrieve
instances with the most similar properties. The
retrieved examples and prompting instructions
combined form the final few-shot prompt. In the
final verbalization step, the pipeline prompts an
ensemble of Mixtral and Command-R models to
generate coherent verbalization.

5 Evaluation methods

In Section 3, we detailed the procedure for creat-
ing the inputs used in both the D2T and Summ
tasks. Initially, these inputs lacked corresponding
reference texts. Due to the significant time and re-
source investments required to create input-output
pairs, we strategically delayed collecting human
references until we had identified the languages
submitted by participants. This section first pro-
vides an overview of the language selection and
the reference text creation procedures, and then de-
scribes the automatic and human evaluations we
ran on each submission to the shared task.

5.1 Selection of evaluated languages
As shown in Table 2, for the D2T task, all team sub-
mitted English outputs, 3 teams submitted Spanish
outputs (DCU-NLG-PBN, DCU-NLG-Small and
OSU CompLing), and 3 teams submitted Hindi, Ko-
rean and Swahili outputs (DCU-ADAPT-modPB,
DCU-NLG-PBN and DCU-NLG-Small); only the
two DCU-NLG teams submitted outputs for all
other languages. For the Summ task, the only par-
ticipating team submitted Swahili outputs. The
task budget allowed for carrying out human evalua-
tions in 3 languages, and our original plan was to
include English and at least one low-resource lan-
guage. We selected English and Swahili because
they had the most submissions, and Spanish to in-
clude an additional team in the human evaluation
of a language other than English. For English and
Swahili, we carry out both automatic and human
evaluations, whereas for Spanish, we rely solely on
human evaluation.

5.2 Creation of new reference texts in English
and Swahili

As mentioned in Section 3, the inputs for both the
data-to-text and the summarization tasks have been
collected specifically for the present task. Since
we recruited bilingual Swahili-English speakers in
person for the evaluation of Swahili texts, we also
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asked them to write reference texts in these two
languages for all the D2T test set inputs; there are
in total 1,080 input (180 inputs sampled from each
of the 6 test sets, see Section 5.4.2), and one text
was collected for each input.

The annotators were provided (i) a one-page doc-
ument with instructions, and (ii) a document with
definitions of the 211 different properties found in
the sampled test sets, which we drafted ourselves.5

One meeting with the task organisers and the anno-
tators took place where questions could be asked,
and during which the annotators collectively wrote
and discussed English and Swahili texts for about
10 input tables. For each English/Swahili text pair
created, each annotator received $0.5.

To collect the texts, we used a variation of the
evaluation interface (see Section 5.4.4) in which
instead of ratings, annotators were shown 2 boxes,
one the text in each language. Packages of 12 to
18 input tables were created, and annotators (i)
downloaded a package, (ii) submitted the texts for
all inputs of the package, and (iii) then had the
possibility to download another package not yet
used by anyone. For quality control, we collected
2 annotations from different persons for 60 texts.

Due to some delays, we were not able to com-
plete the collection of the above-mentioned texts by
the time of publication of this paper. We launched
a last-minute set of tasks on Amazon Mechanical
Turk (AMT) and Prolific to get the English texts,
using some of the English evaluators recruited as
described in Section 5.4.1. These are the reference
texts we use in the evaluations of the present pa-
per; Appendix C contains a brief assessment of the
quality of the collected texts.

5.3 Automatic evaluation

For the D2T task, we use a classic set of reference-
based metrics for English and Swahili outputs, tak-
ing as reference the texts collected as described in
Section 5.2; the six D2T test sets contain 180 in-
put/reference pairs each (180 inputs, one reference
per input, see Section 5.4.2). The metrics include
BLEU (Papineni et al., 2002), METEOR (Baner-
jee and Lavie, 2005), chrF++ (Popović, 2017) and
BERTScore (Zhang et al., 2019). To easily run the
evaluation on any pair of predicted and reference
files, we released a Notebook6 largely based on the

5https://github.com/mille-s/GEM24_D2T_
StratifiedSampling/tree/main/documents

6https://github.com/mille-s/WebNLG-2020_
Metrics

original WebNLG 2020 code.7

For the Summ task, we used the BBC automat-
ically generated summaries following the proce-
dure used in the XLSum task. While there were
only 200 human evaluations, we use the entire
2,993 test set for the evaluation of the Swahili
summarization task. These are several sentences
long and provide a baseline summary. Since
there were quality issues in the automatically ex-
tracted reference summaries, we performed data
filtering to resolve these issues, which resulted
in 1,367 examples in total. The metrics include
ROUGE (Lin, 2004), BERTScore (Zhang et al.,
2019) and BARTScore (Yuan et al., 2021).

5.4 Human evaluation

In addition to the automatic evaluations, we also
asked human raters to evaluate a subset of the out-
puts from each submission to the shared task. In
this section, we provide details on the evaluator re-
cruitment and training processes, the data sampling,
and the evaluation criteria and task design.

5.4.1 Recruitment and training of evaluators
To ensure alignment between the recruited evalua-
tors and the D2T task, we designed a qualification
task that consisted of five rating checks and one at-
tention check. For each rating check a handcrafted
tabular set of data predicates was presented along-
side a text generated from the table. In four of
the five rating checks, the text presented contained
deliberate errors such as issues with fluency, gram-
matically, omissions, and additions. Evaluators
were asked to assess each text on a 7-point Likert
scale on four quality criterion: fluency, grammat-
ically, no-additions, no-omissions. In the case of
rating checks with deliberate errors for specific
quality criterion, evaluators were expected to rate
these criteria either neutral (4-rating) and/or lower
than neutral. Unaffected aspects were to be rated
as higher than neutral. The fifth rating check con-
tained no issues, so evaluators were expected to
rate all quality criteria neutral or above.

For the recruitment of English and Spanish evalu-
ators in the D2T task, we used Zhang et al.’s (2023)
qualification task, where the evaluator is expected
to successfully complete a task after receiving a
short training. We recruited 23 evaluators in En-
glish (15%) pass rate) and 13 in Spanish (22% pass
rate) respectively on MTurk and Prolific.

7https://github.com/WebNLG/GenerationEval.git

https://github.com/mille-s/GEM24_D2T_StratifiedSampling/tree/main/documents
https://github.com/mille-s/GEM24_D2T_StratifiedSampling/tree/main/documents
https://github.com/mille-s/WebNLG-2020_Metrics
https://github.com/mille-s/WebNLG-2020_Metrics
https://github.com/WebNLG/GenerationEval.git
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Task Criterion name Quality type Frame of reference Aspect

Table to text

No-Omissions Correctness Relative to input Content
No-Additions Correctness Relative to input Content
Grammaticality Correctness Output in its own right Form
Fluency Goodness Output in its own right Form and Content

Summarization

Understandability Goodness Output in its own right Form and Content
Faithfulness Correctness Relative to input Content
Saliency Goodness Relative to input Content
Grammaticality Correctness Output in its own right Form
Coherence Goodness Output in its own right Content
Compactness Goodness Output in its own right Content

Table 3: Properties of our criteria according to the taxonomy by Belz et al. (2020).

On the other hand, recruiting evaluators from
low-resource languages (Swahili in our case) on
crowdsourced platforms is more challenging. Thus,
for both tasks, we recruited 14 students who are
Swahili native speakers from the Technical Univer-
sity of Kenya and Moi University. To help these
students understand the task, we (i) set up meetings
to explain the task in detail, (ii) carried out a few
tasks together, and (iii) formed a Google group for
questions and discussion.

5.4.2 Data sampling and packaging
For the D2T task, we selected 180 data points
(∼10%) from each of the six test sets (D2T-1-FA,
D2T-1-CFA, D2T-1-FI, D2T-2-FA, D2T-2-CFA,
D2T-2-FI, see Section 3), stratifying only by in-
put size and excluding inputs of size 1, which are
usually trivial to generate from. Thus, each of the
six test sets contains 30 inputs for each input size,
ranging from 2 to 7. This allows us to analyze the
metrics results broken down by input size. The
code for sampling and creating the corresponding
pairs of HTML tables and system outputs as used
in the human evaluation is available on GitHub.8

Once sampled, the input/output pairs were pack-
aged to be sent to the evaluators. For Swahili,
we created 75 packages of 36 input/output pairs.
For Spanish, we created 270 packages of 12 in-
put/output pairs. For English, we created 1,080
packages of 7 - 8 input/output pairs. The packages
for English and Spanish are substantially smaller
that those for Swahili because the evaluators for
these two languages were recruited on Amazon
Mechanical Turk, where proposed tasks are usu-
ally short. The Swahili evaluators were recruited
in person and could be trusted to complete larger

8https://github.com/mille-s/GEM24_D2T_
StratifiedSampling. Thanks to Liam Cripwell and
Michel Lorandi for making the WebNLG 2023 sampling code
available, which we used as a starting point.

packages.9

The Summ outputs were not sampled nor pack-
aged at the time this paper was written.

5.4.3 Quality criteria
The criteria used for the evaluation should capture
aspects of the quality of the meaning and form.
Table 3 lists the criteria used in both tasks and lists
their properties according to Belz et al.’s (2020)
taxonomy.

D2T task Our selection of criteria (see Ta-
ble 4) reflects closely the evaluations carried out in
the context of some recent data-to-text shared tasks
such as WebNLG (Cripwell et al., 2023) or E2E
(Dušek et al., 2020). We evaluated four dimensions,
namely whether or not the text represents faith-
fully the input table (No-Omissions, No-Additions),
whether or not the text contains grammatical errors
(Grammaticality), and whether or not the output
text flows well on its own (Fluency).

Criterion name Definition

No-Omissions ALL the information in the table is
present in the text.

No-Additions ONLY information from the table is
present in the text.

Grammaticality The text is free of grammatical and
spelling errors.

Fluency
The text flows well and is easy to read;
its parts are connected in a natural
way.

Table 4: Criteria used for data-to-text generation

Summ task The objective of the evaluation is
to assess the quality of a summary given an input
text. The summaries are evaluated along the dimen-
sions defined in Zhang et al. (2023), shown in Table
5 with their respective definitions. The objective of

9The Swahili packages represent about one hour of work;
we tried packages of the same size on Mechanical Turk and
received complaints from Turkers that the tasks were too long.

https://github.com/mille-s/GEM24_D2T_StratifiedSampling
https://github.com/mille-s/GEM24_D2T_StratifiedSampling
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Criterion name Definition

Understandability
Can the worker understand the sum-
mary and is the summary worth being
annotated.

Faithfulness

All of the information in the summary
can be found in the article; the sum-
mary accurately reflects the contents
of the article.

Saliency

The summary captures the most im-
portant information of the article and
does not include parts of the article
that are less important.

Grammaticality The summary is free of grammatical
and spelling errors.

Coherence
The summary is presented in a clear,
well-structured, logical, and meaning-
ful way.

Compactness The summary does not contain dupli-
cated information.

Table 5: Criteria used for summarization

the first criterion, Understandability, is to give the
annotator a chance to not provide the ratings for
the rest of the criteria in case the quality of the text
does not allow for it. Two criteria (Faithfulness
and Saliency) require the evaluators to compare
the summary with the input, while the remaining
three (Grammaticality, Coherence, Compactness)
capture intrinsic qualities of the summary. Two cri-
teria are highly specific to the summarization task,
namely Saliency and Compactness, which aim at
capturing respectively whether the main points of
the original text were captured, and whether the
resulting summary is indeed compact and does not
contain unnecessary repetitions.

5.4.4 Survey Design
We designed evaluation surveys for data-to-text and
summarization using HTML, CSS, and Jinja. We
launched our survey on Amazon Mechanical Turk
and Prolific. For all tasks, evaluators were shown
the input and one output (see Table 1). For all cri-
teria, direct assessment was used, and the answers
were collected using a labeled 7-point scale (see
Figure 7). The evaluation interfaces are shown in
Figures 8 and 9 in Appendix A.

Figure 7: Rating Scale (7-point)

Designing an effective survey requires an un-
derstanding of the subject matter and awareness

of potential biases that could compromise validity,
and we drew our inspiration from HCI research
practices (Müller and Sedley, 2015). We aimed
to create a reliable and impactful survey by min-
imising biases and tailoring each aspect to elicit
meaningful, accurate responses. See Appendix B
for more discussion on the choices behind the sur-
vey design.

6 Results

In this section, we present the results of the metrics
evaluation for the English data-to-text task and the
Swahili summarization task.

6.1 Metrics results for the D2T task

Table 8 shows the BLEU, METEOR, chrF++ and
BERT’s F1 scores of all primary systems on the
three D2T-1 and the three D2T-2 test sets respec-
tively (FA = Factual, CFA = Counterfactual, FI =
Fictional, see Section 3) for the English language.
For all the results broken down by input size, see
the plots in Appendix D. As mentioned above, for
calculating the scores in Table 8, we use the ref-
erences created by our AMT-recruited annotators
(see Section 5.2). For comparison, we also report
here the scores obtained with the entire WebNLG
test set (1,779 texts) and all the WebNLG refer-
ences (Table 6), and the scores obtained with the
same set of 180 data points as in Table 8, but se-
lecting only one random WebNLG reference when
more than one is available.10

Comparison between the D2T-1 and the D2T-
2 subtasks. For all six systems that participated in
both subtasks, the scores are substantially higher
for the D2T-1 task than for the D2T-2 for the factual
(FA) and fictional (FI) datasets, but, surprisingly,
not for the counterfactual (CFA) dataset, where
scores are always higher in the D2T-2 subtask. For
DCU-NLG-PBN, DipInfo-UniTo, OSU-CompLing
and SaarLST (i.e. all submissions that are not pri-
marily based on a rule-based system), BERTScore
is even equal or higher for all 3 datasets of the
D2T-2 task.

D2T-1 scores. All seven submissions obtained a
(generally substantially) higher score for all metrics
on the factual (FA) dataset, which was expected
since this is the only dataset for which reference
texts were available when the task was running.
For all seven submissions, BERT systematically

10The number of references used can affect the scores of
some metrics, for example, BLEU.
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System ID BLEU ↑ METEOR ↑ chrF++ ↑ BERT F1 ↑
DCU-ADAPT-modPB 49.8 0.400 0.655 0.955

DCU-NLG-PBN 52.26 0.410 0.679 0.956
DCU-NLG-Small 51.43 0.395 0.662 0.954

DCU-NLG-Small-noT5 40.55 0.372 0.620 0.943
DipInfo-UniTo 51.36 0.410 0.681 0.955

OSU CompLing 43.09 0.389 0.65 0.950
RDFpyrealb 42.38 0.390 0.642 0.946

SaarLST 39.86 0.400 0.655 0.947

Table 6: Metrics scores on the D2T-1-FA English test set using all WebNLG data points (1,779) and all reference
texts (2.5 texts per data point on average).

System ID BLEU ↑ METEOR ↑ chrF++ ↑ BERT F1 ↑
DCU-ADAPT-modPB 28.27 0.338 0.561 0.936

DCU-NLG-PBN 32.5 0.356 0.6 0.937
DCU-NLG-Small 29.17 0.337 0.571 0.933

DipInfo-UniTo 30.47 0.348 0.585 0.93
OSU CompLing 27.01 0.339 0.575 0.931

RDFpyrealb 26.26 0.339 0.567 0.927
SaarLST 25.61 0.354 0.59 0.931

Table 7: Metrics scores on the D2T-1-FA English test set using the 180 data points of the human evaluation and 1
randomly selected WebNLG reference text per data point.

D2T-1 D2T-2
System FA CFA FI FA CFA FI

BLEU ↑

DCU-ADAPT-modPB 30.78 26.98 26.54 n/a n/a n/a
DCU-NLG-PBN 29.08 25.2 26.02 23.96 30.34 20.46
DCU-NLG-Small 27.0 22.98 20.85 19.48 24.9 16.88
DipInfo-UniTo 32.31 29.01 28.24 27.22 32.01 21.26
OSU CompLing 30.03 24.45 21.44 24.97 27.06 16.9
RDFpyrealb 26.37 21.67 21.97 19.97 25.05 16.28
SaarLST 29.7 23.48 20.76 28.25 26.47 20.16

METEOR ↑

DCU-ADAPT-modPB 0.332 0.299 0.318 n/a n/a n/a
DCU-NLG-PBN 0.33 0.297 0.322 0.295 0.348 0.3
DCU-NLG-Small 0.314 0.279 0.292 0.26 0.3 0.267
DipInfo-UniTo 0.346 0.315 0.342 0.304 0.354 0.307
OSU CompLing 0.335 0.293 0.306 0.295 0.334 0.282
RDFpyrealb 0.331 0.291 0.31 0.287 0.335 0.286
SaarLST 0.347 0.307 0.331 0.32 0.359 0.315

chrF++ ↑

DCU-ADAPT-modPB 0.555 0.515 0.539 n/a n/a n/a
DCU-NLG-PBN 0.555 0.513 0.549 0.49 0.581 0.49
DCU-NLG-Small 0.537 0.488 0.507 0.438 0.51 0.442
DipInfo-UniTo 0.58 0.543 0.587 0.512 0.592 0.502
OSU CompLing 0.566 0.514 0.537 0.496 0.567 0.475
RDFpyrealb 0.551 0.495 0.527 0.479 0.561 0.472
SaarLST 0.581 0.524 0.557 0.538 0.597 0.518

BERT F1 ↑

DCU-ADAPT-modPB 0.935 0.924 0.921 n/a n/a n/a
DCU-NLG-PBN 0.933 0.923 0.92 0.936 0.937 0.924
DCU-NLG-Small 0.93 0.918 0.914 0.925 0.923 0.914
DipInfo-UniTo 0.933 0.926 0.924 0.937 0.936 0.923
OSU CompLing 0.932 0.92 0.915 0.934 0.93 0.917
RDFpyrealb 0.928 0.918 0.917 0.921 0.923 0.916
SaarLST 0.931 0.921 0.917 0.934 0.929 0.919

Table 8: Metrics scores for the English D2T task (180 data points, 1 AMT reference text per data point).

sores the counterfactual (CFA) texts higher than
the fictional (FI) texts, while METEOR and chrF++
exhibit the opposite behaviour. BLEU behaves very
similarly to BERT.

D2T-2 scores. For all systems except SaarLST,
the scores for all metrics on the counterfac-
tual dataset (CFA) are higher than for the other

two datasets (FA, FI); for these systems, only
BERTScore sometimes gets slightly higher scores
for Factual (FA) datasets. BLEU and BERT usu-
ally score FA texts clearly higher than fictional (FI)
ones, while for METEOR and chrF++, FA and FI
texts receive very similar scores.

From the perspective of system submissions,
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DipInfo-UniTo scores comparatively high for all
metrics on all datasets. DCU-NLG-PBN and
DipInfo-UniTo seem to degrade less than other sys-
tems when comparing the FA scores to the CFA and
FI scores for D2T-1; for D2T-2, the submissions us-
ing rule-based components (DCU-NLG-Small and
RDFpyrealb) have less drop than others from FA to
FI (these two also have comparable scores overall).
SaarLST seems to be the system that suffers the
least when exposed to the out-of-domain data (D2T-
2). When comparing the results on the AMT refer-
ences (Table 8) and the ones with the WebNLG ref-
erences (Tables 6 and 7), one can note that SaarLST
for instance obtains higher scores on the D2T-1-FA
dataset with AMT references than on the dataset
with WebNLG references, while DCU-NLG-Small,
which used a component fine-tuned using BLEU
on the WebNLG dataset, obtains higher scores with
WebNLG references than with AMT references.

At this point, and without the results of the hu-
man evaluation, it is unclear to what extent all the
score differences mentioned above are due to the
properties of the inputs and outputs, or to some
features of the reference texts. A more in-depth
analysis of the results will be provided at a later
stage along with the human evaluation results.

6.2 Metrics results for the summarization task

We use ROUGE, BARTScore, and BERTScore for
the automatic evaluation of the summarization sys-
tem. For BARTScore, we use a multilingual BART
checkpoint introduced in Tang et al. (2020).11 Sim-
ilarly, we use a multilingual BERT checkpoint12 for
BERTScore. Apart from the submitted system, we
also evaluate a strong baseline that prompts GPT-
3.513 to generate summaries with one sentence (see
Section 4).

The evaluation results are reported in Ta-
ble 9. CUET_SSTM achieves better perfor-
mance in ROUGE scores, while GPT-3.5 achieves
a higher BARTScore. Regarding BERTScore,
CUET_SSTM achieved a higher recall score but
a lower precision score, which is correlated with
the fact that the average summary length of
CUET_SSTM is much smaller. We note that since
GPT-3.5’s summaries are generated in a zero-shot
manner, comparing its summaries using reference-

11https://huggingface.co/facebook/
mbart-large-50

12https://huggingface.co/google-bert/
bert-base-multilingual-cased

13https://platform.openai.com/docs/models/gpt-3-5-turbo

based evaluation metrics may not always be accu-
rate (Goyal et al., 2022; Liu et al., 2023). However,
these results indicate that CUET_SSTM is able to
achieve a relatively strong performance under the
reference-based evaluation.

System R1 R2 BARTS. BERTS. Len.

GPT-3.5 27.12 10.42 -6.305 69.33/73.18 31.10
CUET_SSTM 29.33 15.87 -6.791 71.05/71.37 19.59

Table 9: Automatic evaluation results of the submit-
ted summarization system and the basline. R1 and R2
are ROUGE-1 and ROUGE-2 respectively. BARTS.
and BERTS. are BARTScore and BERTScore. Len.
is the average number of words in summaries. For
BERTScore, we report both the precision/recall scores.

7 Conclusions

We presented an overview of the two tasks of
the 2024 GEM shared task, multilingual data-to-
text generation and news article summarization in
Swahili. For both tasks, we collected new data
with the objective provide challenging inputs to
the large language models that we supposed most
teams were going to use. For the data-to-text task, 7
teams submitted outputs in one or more languages,
and we report on the metrics evaluation for English
outputs only. The results of the evaluation show
that despite the variety of system types (LLMs,
rule-based, combination of the two), all systems
seem to suffer when exposed to (i) out-of-domain
data, and (ii) counterfactual or fictional data. The
unexpectedly high scores obtained by all systems
on the counterfactual out-of-domain dataset remain
to be explained, possibly in the light of the human
evaluation results. For the summarization task in
Swahili, we received only one submission, which
is competitive with a zero-shot GPT-3.5 baseline
according to the metrics evaluation.

We were not able to complete all evaluations at
the time the paper is published, and the data-to-
text metrics results for Swahili, the human evalua-
tion results for English, Swahili and Spanish, and
the summarization human evaluation results for
Swahili will be reported in a separate publication.
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A Screenshots of evaluator interface

Figure 8: Data-to-text UI

B Justification of the survey design

A 7-point Likert scale offers respondents a broader
range of options, enabling evaluators to express
their opinions with greater nuance and precision.
This expanded scale reduces the likelihood that re-
spondents will default to a middle option out of
uncertainty, thereby enhancing the accuracy of the

Figure 9: Text summarization UI

data collected. By providing more choices, a 7-
point scale allows for a more accurate reflection
of respondents true feelings. Research has demon-
strated that increasing the number of points on a
Likert scale not only improves the reliability of the
data but also reduces the potential for random er-
ror (Abdul Malik et al., 2021). On the other hand,
closed-ended questions can introduce biases that
may affect the data. For instance, the phrasing of
questions, the order of response options, and the
inclusion of a neutral midpoint can all influence
how respondents’ interpret and answer questions.

Garland (1991) examined the impact of includ-
ing or excluding a neutral midpoint on a Likert
scale in surveys and found that removing the mid-
point can reduce social desirability bias but may
push respondents toward more extreme ratings,
potentially distorting results. This highlights the
need to carefully consider the inclusion of a mid-
point, as it can significantly influence survey out-
comes. Later, O’Muircheartaigh et al. (2000) found
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that offering a middle alternative reduces random
measurement error, increasing the reliability of re-
sponses without affecting validity. Contrary to con-
cerns, their study suggests that including a mid-
point improves data quality and does not increase
acquiescence bias. Therefore, we decided to in-

clude the midpoint as “Neutral” , as presented
in Figure 7.

C Informal assessment of the quality of
English texts collected on AMT

While collecting texts on AMT, the authors ap-
plied manual and automatic filters. When the 1,080
(180*6) final texts were collected, one of the au-
thors of the present paper selected randomly about
10 texts for each of the 6 datasets (60 texts in to-
tal), and checked whether or not the texts were
adequately verbalising their respective input table.
For 20 of these texts (1/3), some problems were
detected, such as omissions, nonsensical contents,
pasting irrelevant text, additions, or inaccurate ver-
balisation of some triples (e.g. inversions of Sub-
ject and Object or wrong semantics of the property).
Additions are being noticed in particular (but not
only) on the factual data, suggesting that some
workers used language models to create the texts
despite clear instructions not to do so. The rest of
these texts (2/3) were judged of excellent quality.

D English D2T metrics evaluation broken
down by input size

Figures 11 to 16 show the plots of the results in Ta-
ble 8, broken down by input size (from size 2 to size
7). Figure 10 shows the same using the WebNLG
references (i.e. for the D2T-1-FA dataset), for com-
parison.
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(a) BLEU (b) METEOR (c) BERTScore-F1

Figure 10: Metrics scores per input size (D2T-1-FA) using one randomly selected original WebNLG reference for
the 180 sampled data points used in the human evaluation.

(a) BLEU (b) METEOR (c) BERTScore-F1

Figure 11: Metrics scores by input size on the D2T-1-FA English task (1 AMT reference text per data point)

(a) BLEU (b) METEOR (c) BERTScore-F1

Figure 12: Metrics scores by input size on the D2T-1-CFA English task (1 AMT reference text per data point)

(a) BLEU (b) METEOR (c) BERTScore-F1

Figure 13: Metrics scores by input size on the D2T-1-FI English task (1 AMT reference text per data point)
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(a) BLEU (b) METEOR (c) BERTScore-F1

Figure 14: Metrics scores by input size on the D2T-2-FA English task (1 AMT reference text per data point)

(a) BLEU (b) METEOR (c) BERTScore-F1

Figure 15: Metrics scores by input size on the D2T-2-CFA English task (1 AMT reference text per data point)

(a) BLEU (b) METEOR (c) BERTScore-F1

Figure 16: Metrics scores by input size on the D2T-2-FI English task (1 AMT reference text per data point)
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E Pre-registration Form

For details about the pre-registration form, please
see the file below.
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Default Question Block

Team Name

Team leader's name

Team leader's email (preferably an institutional email)

Team leader's research group / organization

Team leader's affiliation

Team members (separate each member with semicolons: name1, email1;
name2, email2; ...)

9/2/24, 2:26 PM Qualtrics Survey Software

https://nyustern.az1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrintPreview?ContextSurveyID=SV_8qRqfdN3qBy3Bqe&ContextLibraryID=UR_3C93QjU… 1/4
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Please specify your system name (system name in case of multiple systems for
one team)

Block 1

Pre-registration questions

Read the documentation about the shared task here.

What is your intended system(s) that you plan to use for the task(s)?
(e.g., Fine-tuned with parameter efficient fine-tuning using LLAMA-2 7B with a
multi-step inference.)

Do you have any specific details that you would like to pre-register?
(e.g., We will pre-train using the XLSum dataset and possibly an internal
dataset of 100 tailored examples. We may also use in context learning to
prompt engineer solutions. Finally, we may also use GPT-4 to create fine-tuning
examples for our model.)

What software libraries will you use?

9/2/24, 2:26 PM Qualtrics Survey Software

https://nyustern.az1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrintPreview?ContextSurveyID=SV_8qRqfdN3qBy3Bqe&ContextLibraryID=UR_3C93QjU… 2/4
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(e.g., Pytorch Huggingface library)

What hardware will you use?
(e.g., Azure server with 8 X A100 80 GB)

What parameter settings will you use?
(e.g., LLAMA-7B 8-bit fine-tuning)

Do you plan to use additional data? What are its key properties?
(e.g., We will use ShareGPT data)

Will you use automatic metric(s)? If yes, which metric(s) (including
implementation) will you use, and how will they be configured?
(e.g., We will use G-Eval for automatic analysis.)

9/2/24, 2:26 PM Qualtrics Survey Software

https://nyustern.az1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrintPreview?ContextSurveyID=SV_8qRqfdN3qBy3Bqe&ContextLibraryID=UR_3C93QjU… 3/4
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Powered by Qualtrics

Will you carry out an error analysis?
(e.g., We will manually examine the output in order to verify the model and the
prompt engineering.)

Anything else you’d like to preregister?

Which Data-to-Text and Summarization subtasks are you planning to submit to

Data-to-Text Subtask 1: WebNLG-based (D2T-1)
Data-to-Text Subtask 2: Wikidata-based (D2T-2)
Summarization Subtask 1: Underrepresented Language Summarization
(Swahili)
Summarization Subtask 2: Cross-lingual Summarization
Summarization Subtask 3: English Book Chapter Summarization
I don't know yet

9/2/24, 2:26 PM Qualtrics Survey Software

https://nyustern.az1.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrintPreview?ContextSurveyID=SV_8qRqfdN3qBy3Bqe&ContextLibraryID=UR_3C93QjU… 4/4
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